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1
G E N E R A L I N T R O D U C T I O N

1.1 motivation of study

Fast magnetic resonance imaging (MRI) has been a crucial area of research since

the inception of the first magnetic resonance (MR) scanner. Compared to other

imaging modalities such as X-ray or ultrasound, MRI does not require ionizing

and can measure many physical parameters. But it is inherently slower due to

its fundamental imaging principles. The acquisition of raw data involves many

repetitions of excite-and-sample experiments. Over the years, these repetitive ex-

periments have been gradually sped up through technical innovations in the fast

sequence design, receiver coils, and gradient filed systems. One major develop-

ment was parallel imaging. It exploits the local coil profiles, enable the acquisition

of fewer samples than prescribed by the Nyquist theorem and leads to accelerated

imaging. The technique compressed sensing (CS)1, 2 further reduced the samples

required in k-space by exploiting the sparsity and incoherent sampling. CS could

fail as artifacts may arise from inaccurate sparse modeling assumptions. In recent

years, CS has been extended to incorporate deep neural networks to harness

the prior knowledge from historical data. These techniques have proven to be a

compelling and practical approach to address the challenges of CS.

The conventional way to represent the prior information used in CS, such as an

image is sparsely represented in a certain wavelet domain, is described in mathe-

matical form with few parameters, and can be studied analytically and exploited

to given algorithmic solutions. The fast growth of machine learning (ML), fueled

by the explosion of computation power such as graphics processing unit (GPU),

makes it feasible to harness prior knowledge from the vast amounts of data.

The reinvention of convolutional neural networks (CNNs) enables the effective

modelling of high-dimensional data, even in the case of image that ensembles

megabytes of constants to capture the intricate structures and variations. Conse-

quently, many deep learning (DL)-based methods3, 4 for MRI image reconstruction

have emerged.

Amid these advancements, certain challenges remain in terms of model in-

terpretability, data availability, and generalizability. Ensuring robustness against

variations in acquisition protocols, hardware, and imaging conditions is essential

for reliable MR clinical use of these methods. A significant revelation, as high-

lighted in Refs. [5, 6], underscores a critical aspect: DL typically yields unstable

methods for image reconstruction. The instabilities usually occur in several forms:

1



general introduction

1) uncertainty, undetectable perturbations, both in the image and sampling do-

main, may result in severe artifacts in the reconstruction; 2) a small structural

change, for example, a tumor, may not be captured in the reconstructed image;

3) learned prior knowledge might lead to false structures being hallucinated in

the reconstructed image. Apart from these aspects, many of these methods are

designed and evaluated within a singular dataset, potentially leading to biased

models due to overfitting to specific dataset characteristics. Besides the theoretical

considerations, the deployment of ML models in production systems can present

a number of issues and concerns across stages of the ML deployment workflow.

Therefore, despite the exciting advancements, the domain of CS-MRI using DL

continues to grapple with these critical challenges.

1.2 structure of thesis

This thesis delves into three aspects of development of generative models, a

subset of ML models, for CS-MRI parallel imaging reconstruction techniques.

Chapter 3 attempts to address the uncertainty introduced by the missing

k-space data points due to undersampling. This is accomplished through a

Bayesian imaging framework employing diffusion models. The posterior distribu-

tion of images, given measured k-space data, is sampled using k-space using the

Markov chain Monte Carlo (MCMC) techniques. In addition to the maximum a

posterior (MAP) estimate for the image, the minimum mean square error (MMSE)

estimate and uncertainty maps can also be computed from those drawn samples.

This chapter investigates various aspects, including the interpretation of image

uncertainty, the impact of noise scales in training diffusion models, the optimiza-

tion of MCMC sampling with a burn-in phase, and the transferability of learned

information. In essence, a reconstruction framework is proposed that integrates

diffusion processes, advanced generative models, and Markov chains.

Chapter 4 presents a workflow to construct generic and robust generative

image priors from magnitude-only images. The priors can then be used for

regularization in reconstruction to improve image quality. This workflow begins

with the preparation of training datasets from magnitude-only images. This

dataset is augmented with phase information and used to train generative priors

of complex images. Finally, trained priors are evaluated using both linear and

nonlinear reconstruction with various undersampling schemes. The results of

our experiments demonstrate that priors trained on complex images outperform

priors trained only on magnitude images. Additionally, a prior trained on a

larger dataset exhibits higher robustness. These findings stress the importance

of incorporating phase information and leveraging large datasets to raise the

performance and reliability of the generative priors for MRI reconstruction. Phase

augmentation makes it possible to use existing image databases for training.
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1.2 structure of thesis

Chapter 5 delves into practical aspects relevant for the entire development life

cycle of generative priors, from the experimental stage to deployment stage. A

Python package called "spreco" is introduced. Noteworthy features of spreco in-

clude distributed training capabilities, interruptible training mechanisms, efficient

data loading, customizable model structures, and seamless deployment.
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2
B A S I C S O F M R I M A G I N G A N D M A C H I N E L E A R N I N G

2.1 basic principles of magnetic resonance imaging

We are able to look at MRI through the lens of energy transfer in its most basic

form. At the beginning of a measurement, a radiofrequency (RF) pulse of the

correct frequency is applied to the object, and the carried energy will be absorbed

by some proton spins inside the object. After the RF pulse, the absorbed energy is

reemitted in the form of signals that carry information about those spins and will

be detected and processed to create an MRI image for the object being examined.

The formation of a high-quality image requires multiple measurements, and the

general description of this process will be provided below.

2.1.1 Protons, Net Magnetization and Relaxation Processes

Magnetic resonance is the phenomena that describes the interaction between an

applied magnetic field and a nucleus that possesses a spin. Spin is a fundamental

quantity carried by elementary particles. Nuclear spins, as typically used in

conventional MRI, show a magnetic dipole moment, just like a bar magnet in

classical electrodynamics. In a strong external field the nuclei can interact with

a weak oscillating magnetic field, e.g. RF pulse, and respond by producing an

electromagnetic signal with a frequency that characterizes the magnetic field at

the nucleus. In most medical applications, hydrogen nuclei, which consist solely

of a proton, that are in tissues create a signal that is processed to form an image

of the body in terms of the density of those nuclei in a specific region.

protons Atoms consist of three fundamental particles: protons, which possess

a positive charge; neutrons, which have no charge; and electrons, which have a

negative charge. The protons and neutrons are located in the nucleus or core of

an atom, whereas the electrons are located in shells or orbitals surrounding the

nucleus.

A third property of the nucleus is spin or intrinsic spin angular momentum.

Although not an accurate physical description, this can be pictured in analogy

to a classical particle rotating constantly around an axis at a constant rate or

velocity. A limited number of values for the spin are found in nature; this is, the

spin, I, is quantized to certain discrete values. These values depend on the atomic

number and atomic weight of the particular nucleus. There are three groups of

4



2.1 basic principles of magnetic resonance imaging

values for I: zero, half-integral values, an integral values. A nucleus has no spin

(I=0) if it has an even number atomic weight and an even atomic number. Such a

nucleus does not interact with an external magnetic field and cannot be studied

using conventional MR. The 1H nucleus, consisting of a single proton, is a natural

choice for probing the body using MR techniques for several reasons. It has a

spin of 1
2 and is the most abundant isotope for hydrogen. The human body is

composed of tissues that contain primarily water and fat, both of which contain

hydrogen.

A rigorous mathematical description of a nucleus with spin and its interactions

requires the use of quantum mechanical principles, but most of MR in medical

practice can be described using the concepts of classical mechanics, particularly

in describing the actions of a nucleus with spin. The subsequent discussions of

MR phenomena use a classical approach. In addition, although the concepts of

resonance absorption and relaxation apply to all nuclei with spin, the descriptions

are focused on 1H since most imaging experiments visualize the 1H nucleus.

In general, MR measurements are made on collections of similar spins rather

than on an individual spin. It is useful to consider such a collection both as

individual spins acting independently (a “microscopic” picture) and as single

entity (a “macroscopic” picture). For many concepts, the two pictures provide

equivalent results, even though the microscopic picture is more complete. Conver-

sion between the two pictures requires a quantum statistical description. Though

necessary for a complete understanding of MR phenomena, the nature of this

conversion is beyond the scope of this thesis. In most cases, the macroscopic

picture is sufficient for an adequate description.

static magnetic field Consider an arbitrary volume of tissue containing

hydrogen atoms (protons). Each proton has a spin vector of equal magnitude.

However, the spin vectors for the entire collection of protons within the tissue

are randomly oriented in all directions. Performing a vector addition of these

spin vectors produces a zero-sum; that is, no net magnetization is observed in the

tissue. If the tissue is placed inside a magnetic field B0, the individual protons

begin to rotate perpendicular to, or precess about, the magnetic field. The protons

are tilted slightly away from the axis of the magnetic field, but the axis of rotation

is parallel to B0. This precession is at a constant rate and occurs because of the

interaction of the magnetic field with the spinning positive charge of the nucleus.

By convention, B0 and the axis of the precession are defined to be oriented in the

z direction of a Cartesian coordinate system. The motion of each proton can be

described by a unique set of coordinates perpendicular (x and y) and parallel (z)

to B0. The perpendicular, or transverse, coordinate are nonzero and vary with

time as the proton precesses, but the z coordinate is constant with time. The rate

5



basics of mr imaging and machine learning

or frequency of precession is proportional to the strength of the magnetic field

and is expressed by Equation 2.1, the Larmor equation:

ω0 = γB0/2π (2.1)

where ω0 is the Larmor frequency in megahertz (MHz), B0 is the magnetic field

strength in Tesla (T) that the proton experiences, and γ is a constant for each

nucleus in 1/s · T, known as the gyromagnetic ratio. Values for γ and ω can vary

from nuclei to nuclei.

net magnetization If a vector addition is performed, as before, for the spin

vectors inside the magnetic field, the results will be slightly different from the

sum without the field. In the direction perpendicular to B0, the spin orientations

are still randomly distributed just as they were outside the magnetic field, in

spite of the time-varying nature of each transverse component. There is still no

net magnetization perpendicular to B0. However, in the direction parallel to the

magnetic field, there is a different result. Because there is an orientation to the

precessional axis of the proton that is constant with time, there is a constant,

nonzero interaction or coupling between the proton and B0. This is known as the

Zeeman interaction. This coupling causes a difference in energy between protons

aligned parallel or along B0 and protons aligned antiparallel or against B0. This

energy difference ∆E is proportional to B0.

The result of the Zeeman interaction is that spins in the two orientations, parallel

(also known as spin up) and antiparallel (spin down), have different energies. The

orientation that is parallel to B0 is of lower energy than the antiparallel orientation.

For a collection of protons, more will be oriented to B0 than will be oriented

antiparallel; that is, there is an induced polarization of the spin orientation by the

magnetic field. The expected number of protons in each energy level is governed

by a distribution known as the Boltzmann distribution:

Nupper/Nlower = exp(−∆E/kT) , (2.2)

where Nupper and Nlower are the number of protons in the upper and lower energy

levels, respectively, and k is Boltzmann’s constant. Since the separation between

the energy levels ∆E depends on the field strength B0, the exact number of spins

in each level also depends on the B0 and increases with the increasing B0. For a

collection of protons at body temperature (310K) at 1.5T, there will typically be

an excess of ~1:106 protons in the lower level of the approximately 1025 protons

within the tissue. This unequal number of protons in each energy level means

that vector sum of spin will be nonzero and will point parallel to the magnetic

field. In other words, the tissue will become polarized or magnetized in the

presence of B0 with a value M0, known as magnetization. The orientation of this

6



2.1 basic principles of magnetic resonance imaging

net magnetization will be in the same direction as B0 and will be constant with

respect to time. For tissue in the body, the magnitude of M0 is proportional to B0:

M0 = χB0 , (2.3)

where χ is known as the bulk magnetic susceptibility or simply the magnetic

susceptibility. This arrangement with M0 aligned along the magnetic field with

no transverse component is the normal, or equilibrium, configuration for the

protons. This configuration of spins has the lowest energy and is the arrangement

to which the protons will naturally try to return following any perturbations such

as energy absorption. This induced magnetization, M0, is the source of signal for

all the MR imaging experiments. Consequently, all other things being equal, the

greater the field strength, the greater the value of M0 and the greater the potential

MR signal.

rf pulse and slice selection To manipulate the magnetization, M0, a

short RF pulse, which generates a magnetic field B1 in the transverse direction

and rotates at the resonant frequency of the magnetization, is applied. Classically,

B1 induces a torque on the magnetization, causing M0 to rotate away from its

equilibrium. A common excitation RF pulse used to tip the net magnetization M0

to transverse plane has a flip angle. A pulse with 90° rotate the magnetization to

lie in the transverse plane completely with no Mz component.

fid signal Given a transverse component to the magnetization, detection of

the magnetization becomes possible via Faraday’s law of induction. This detection

occurs because the precessing magnetization causes a change in flux Φ in the coil,

thereby inducing a small electromotive force (emf). The resulting time signal is

commonly called a free induction decay (FID) represents and creates the basic MR

signal that is recorded.

Following the excitation of RF pulse, the transverse component Mxy of mag-

netization decays away while the longitudinal component Mz returns to its

equilibrium state. The mechanics by which these relaxation events occur are

diverse and complex, but can be appreciated from a classical description.

longitudinal relaxation The recovery of longitudinal component after

the RF pulse excitation is called longitudinal relaxation, which behaves according

to
dMz

dt
= −Mz −M0

T1
, (2.4)

where T1 characterizes the return to equilibrium along the longitudinal direction

and is called the spin-lattice time. Physically, T1 involves the exchange of energy
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between nuclei and the surrounding lattice. The equilibrium is reestablished when

Mz is fully recovered to M0; that is, when the lowest energy state is achieved.

transverse relaxation The transverse component will gradually disap-

pear after the RF pulse excitation. This process is called transverse relaxation and

is described by
dMxy

dt
= −Mxy

T2
. (2.5)

The solution for the case after a 90° excitation is

Mxy = M0 exp(−t/T2), (2.6)

where T2 characterizes the decay of transverse magnetization and is called the

spin-spin time constant. From a macroscopic view, the transverse decay ascribes

to the loss of phase coherence of the transverse components.

bloch equation The Bloch equation is to describe the longitudinal and

transverse relaxation of the nuclear magnetization through a classical approach.

dM

dt
= M× γB− Mxi + Myj

T2
− (Mz −M0)k

T1
, (2.7)

where
γ = gyromagnetic ratio

T1 = longitudinal relaxation time constant

T2 = transverse relaxation time constant

M0 = net magnetization due to B0 field

i, j, k = unit vectors in x, y, z-directions respectively.

The cross-product relation describes a precessional behavior. It should be

noted that this exponential behavior is an approximation for nuclear spins in the

assumption that an ensemble of identical spins is measured.

2.1.2 Spatial Encoding, K-space Acquisition and Sequence

With Bloch equation, we are able to describe the magnetization M in the presence

of a magnetic field B(t). In MR imaging, B(t) mainly consists of three types

of fields: 1) B0, the static filed; 2) B1(t), radiofrequency fields used to excite

spins; 3) G(t), gradient fields used for spatial encoding. The signal in an MR

experiment is emf induced by the sweeping of transverse component Mxy after

the excitation of RF pulse. To encode the magnetization at different locations

8



2.1 basic principles of magnetic resonance imaging

r = (x, y, z), we manipulate the magnetization with time-varying and spatially

dependent gradients in which

B(r, t) = (B0 + BG(r, t))k , (2.8)

where BG(r, t) is the location field generated by gradients system and k is the

unit vector in three-dimensional space.

gradient fields Gradient fields are the magnetic fields that vary in the

amplitude at different positions but have the same z-direction as the static field

B0. For example, the gradient Gx along the x-direction is

dBz

dx
= Gx. (2.9)

When the x-gradient field is turned on, it will cause Larmor frequency change

related to x-direction

ω(x) = ω0 + ∆ω = γ(B0 + Gxx). (2.10)

In order to locate magnetization M in the three-dimensional space, the gradient

system is constructed with

G = Gxi + Gyj + Gzk. (2.11)

This yields the total magnetic field

B(r, t) = (B0 + G(t) · r)k, (2.12)

where t denotes the duration when the gradient is applied. Then, the transverse

magnetization is

M(r, t) = M0(r)e
−t/T2(r)e−iω0t exp

(

−iγ
∫ t

0
G(τ) · rdτ

)

(2.13)

signal equation and k-space Thus far, we have been able to utilize

the Bloch equation to describe the change of the magnetization under the ma-

nipulation of RF pulse and gradient system through a classical approach. To

characterize the magnetization in the object being studied, the receiver coil is

delicately designed to detect the change of magnetization in the transverse plane.

With the Faraday’s law of induction, the received signals are derived from the

9
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change in the flux of magnetization, which is the contribution of all the transverse

magnetization in the volume.

sr(t) =
∫

vol
M(r, t) dV

=
∫

x

∫

y

∫

z
M(x, y, z, t) dx dy dz. (2.14)

With the solution for Bloch equation, we obtained

sr(t) =
∫∫∫

M0(x, y, z)e−t/T2(r) exp

(

−iγ
∫ t

0
G(τ) · rdτ

)

dx dy dz. (2.15)

In 2D imaging after slice selection by z-direction gradient and RF pulse, the signal

equation is simplified to

sr(t) =
∫∫

M0(x, y)e−iw0t exp(−iγ
∫ t

0
G(τ) · rdτ) dx dy (2.16)

The term e−iw0t is eliminated by demodulation using phase sensitive detection.

Then, this yields

s(t) = sr(t)e
iw0t =

∫∫

M0(x, y) exp

(

−iγ
∫ t

0
G(τ) · r dτ

)

dx dy, (2.17)

where M0(x, y) accounts for the proton density ρ(x, y), T1(x, y) and T2(x, y). It is

intuitive to further expand the equation above into Fourier format

s(t) =
∫∫

M0(x, y) exp

[

−iγ

(

∫ t

0
Gx(τ)dτ

)

x

]

exp

[

−iγ

(

∫ t

0
Gy(τ)dτ

)

y

]

dx dy,

(2.18)

then,

s(t) =
∫

x

∫

y
M0(x, y)e−i2π[kx(t)x+ky(t)y] dx dy

and

kx(t) =
γ

2π

∫ t

0
Gx(τ) dτ, ky(t) =

γ

2π

∫ t

0
Gy(τ) dτ,

where kx and ky are in units of spatial-frequency, typically cycles/cm. That means

the signal s(t) at any time point t corresponds to a point in the domain of spatial

frequency. This domain is called k-space in MR field. As the acquisition of image

is performed in frequency domain shown in Figure 2.2, the minimum sampling

rate, ∆k, obeys the Nyquist sampling theorem to avoid aliasing in image domain,

i.e., the representation of M0(x, y) in spatial space.

sequence Put simply, the sequence diagram in Figure 2.1 is a specific experi-

mental protocol that includes the precise timing for applying the RF pulse and the
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gradient system to acquire sufficient data points in k-space. It also determines the

contrast of image by varying the echo time (TE) and repetition time (TR). When a

sequence is designed to perform a full acquisition at the minimum or above sam-

pling rate, the reconstruction can be achieved with a fast Fourier transform (FFT).

Figure 2.1: Sequence diagram for spin-echo sequence, which starts with 90 degree RF

pulse to tip magnetization into the transverse plane. Then, the echo signal
with spatial information encoded with gradient field system is detected by
multiple coils after appling 180 degree pulse.

2.2 reconstruction as inverse problems

Generally, the image reconstruction problem is to determine the image x that

represents the magnetization M0(x, y) generated with indirect measurements that

are manipulated by the pulse sequence executed on an MR scanner. In inverse

problems, this image has to be estimated with the forward model of k-space

measurement and the measured k-space data. In the case of discrete data, which

is how we actually practice in MR acquisition, y = [kx
y1

, · · · , kx
yN
] is a vector of k-

space elements kx
yn

in a Euclidean space (c.f. Figure 2.2). A linear inverse problem

with discrete data assumes a set {Fn(x)}N
n=1 of linear functions defined on X ,

which maps x ∈ X to y ∈ Y . Riesz theorem states that functions ψ1, . . . , ψN exist

such that

Fn(x) = 〈x, ψn〉, (2.19)

when functions Fn are continuous on X . The notation 〈·, ·〉 denotes the scalar

product used in space X . The detected signal elements Equation 2.16 s(t) = kx
yn
(t)

in coils is measured on a finite number of points with Fourier basis functions

{ψn = e−i2πωn(x, y, t)}N
n=1 in Equation 2.18, where ωn(x, y, t) = kx(t)x + ky(t)y.

Therefore, the measurement is described with a forward Fourier operator F of X
and Y by the Equation 2.19. As we practice in a discrete space with the presence

of noise η, a matrix-multiplication notation is adopted y = Ax + η to depict
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Figure 2.2: The relationship between k-space and image. The red line is a trajectory in
k-space s(t) = kx

yn
(t) and the dots on a line are the data points that are

acquired in the repetition experiment shown in Figure 2.1.

the measurement in Figure 2.2. When the forward operator A has the trivial

solution x = 0 to Ax = 0 and Y is closed, the inverse problem is well-posed

and has a unique solution, which means a sufficient measurement for x with A.

That is to say, we need to acquire n× n grid in the k-space for an n× n image

as shown in Figure 2.2, i.e., fully acquistion, which leads to the slow imaging.

There is a high level of undersampling in k-space commonly in accelerated MRI

techniques, which leads to an ill-posed problem. In other words, the problem of

reconstructing the image from highly undersampled k-space data may not have a

unique or stable solution.

2.2.1 Parallel Imaging

Parallel imaging is the process of measuring the encoded signal with an array of

coils simultaneously. Initially, the small array coil was intended to improve signal

noise ratio (SNR) as the detected noise is weighted by the local coil’s sensitivity

and then its magnitude is reduced. The sensitivity of a coil is a spatial profile

that describes the receiving B1 field that induces signals in the coil. The localized

coils are able to cover the whole sample. The simultaneous data acquisition, with

each coil’s sensitivity corresponding to a different subregion, leads to a complete

image without aliasing artifacts shown in Figure 2.3.

Since the late 1990s, many k-space acquisition strategies and reconstruction

techniques for parallel imaging had emerged with abilities to exploit spatial

information induced by the coils’ sensitivities. Basically, the goal was to skip

some phase encoding steps as the full acquisition of k-space always means a long

scanning time, especially for a high-resolution image. The shortened time brings
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image

coil-image
Parallel imaging

Figure 2.3: The signal detected by a coil is weighted by its local coil profile (the map
below coil image), which is called sensitivities and imposes weights on the
signal intensity. Consequently, it causes dark and bright regions in coil images.

many benefits in practice such as more patient comfort, less motion artifacts,

increased coverage or increased resolution and the economy of more patient

throughput. The most well-known techniques are simultaneous acquisition of

spatial harmonics7, sensitivity encoding (SENSE)8 and generalized autocalibrating

partially parallel acquisition (GRAPPA)9. These methods can be mainly categorized

into two types: 1) in which the reconstruction is performed in image domain

using an unfolding or inverse algorithm; and 2) in which the reconstruction is

achieved through the completion of the missing k-space lines or points.

generalized inverse and sense In the parallel imaging, the forward

model is formulated as

F(x, c) := (FS(x⊙ c1), · · · ,FS(x⊙ cN)) = y , (2.20)

where FS is an undersampled Fourier transform operator and the correspondingly

obtained k-space data is y = [y1, · · · , ync]T; y ∈ Cd×nc, x ∈ Cn×n denotes the

image content and c = [c1, · · · , cnc]T; c ∈ Cn×n×nc denotes the coil sensitivities.

Without any undersampling, i.e., the sampling rate is at the Nyquist rate or above,

one optimal reconstruction is the root of the sum of square of the coil-weighted

images. The undersampling of k-space would make Equation 2.20 ill-posed. The

pseudosolution x satisfies

x̂ = arg min ‖y− Fcx‖2
2 , (2.21)
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where Fc is the coil sensitivity encoded undersampled Fourier operator. In SENSE8,

the coil sensitivities c are estimated from a calibration scan. Then, we obtain

F∗c Fcx = F∗c y , (2.22)

which yields

x = F†
c y . (2.23)

The operator F†
c = (F∗c Fc)−1F∗c is called generalized inverse, which minimizes

Equation 2.21. In SENSE, the Landweber iterative method is used to solve Equa-

tion 2.22 with

xn+1 = xn + αF∗c (y− Fcxn) , (2.24)

where 0 < α < 2/‖F∗c Fc‖.

regularization When the original inverse problem is ill-posed in Equa-

tion 2.20, generalized inverse in a finite dimension guarantees that the correspond-

ing problem in Equation 2.22 is well- posed and conditioned. However, it behaves

in practice like an ill-posed problem and has to be treated with regularization

techniques. The pseudosolution, i.e., generalized inversion, to Equation 2.21 mini-

mizes the discrepancy between the model and the data. The high undersampling

rate in k-space causes the forward operator F(x, c) has non-trivial solution and

therefore leads to ill-posedness in Equation 2.20. In sequence, the exact solution

to Equation 2.22 from insufficient data would not guarantee the real solution of

object. We therefore introduce a prior, which enforce our prior knowledge on the

solution. It is described as

x̂ = arg min
x

R(x) s.t. ‖F(x, c)− y‖2
2 = ǫ, (2.25)

where R(x) is the regularization function, and ǫ denotes the degree of relaxation

catering for the noise during the measurement. In the application of compressed

sensing1, 10, 11, where the sampling pattern is random or pseudo random and the

prior knowledge is that the image exhibits sparsity in a certain domain Φ (e.g.,

wavelet Φ). The exact reconstruction is guaranteed with R(x) = ‖Φx‖1, given a

certain amount of incomplete frequency data, and achieved by minimizing,

x̂ = arg min
x
‖F(x, c)− y‖2

2 + λ‖Φx‖1 . (2.26)

Therefore, the solution is faithful to the data up to a certain extent and sparsity

in the wavelet domain about the reconstruction is enforced. The precomputing

of coil sensitivities c, which can be realized with the center k-space12, causes

Equation 2.26 a linear optimization problem. In nonlinear inversion (NLINV)13, 14,

the iteratively regularized Gauss-Newton method is used to solve Equation 2.20
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and Equation 2.26 directly and estimate image and coil sensitivities jointly. In this

thesis, NLINV is detailed and used in Chapter 4.

2.2.2 Bayesian Approach

As a statistical inference problem, the image x is treated as parameters in the

parameters space H. The estimation of true image is defined with propositions

that: 1) the true value of parameters is in H; 2) the observed k-space data y is

in the sample space S ; 3) the parameters are linked with the data through the

forward model F; 4) any prior information about the parameters. The inference is

to draw the most possible conclusions from all the information at our disposal.

Probabilistic modeling is a natural way to describe our situation. The probability

law of the observation y as a result of x is described by

p(y|x) ∝ e− f (y, x) , (2.27)

where f (y, x) presents the uncertainty on x with the observed information y.

Let f (x, y) = ‖F(x, c) − y‖2
2. Then, we estimate the image by maximizing the

likelihood p(y|x). When F has a trivial solution, the global maximum corresponds

to a single point. Vice versa, in the case of a non-trivial solution, the global

maximum encompasses a whole region, i.e., non-uniqueness. With Bayesian

approach, we are able to take the advantage of prior information. The posterior

of the image x, given the observed data y is

p(x|y) = p(y|x)p(x)

p(y)
. (2.28)

The prior distribution for any x is

p(x|λ, θ) = e−λRθ(x)/Z(λ, θ) , (2.29)

where Rθ(x) maps x to a vector of statistics and Z(λ, θ) is the normalizing constant

given by

Z(λ, θ) =
∫

x
e−λRθ(x) dx . (2.30)

The L1 prior has been applied to MRI, which is essentially a Laplace distribution

that is used to promote sparse property of image in wavelet domain Φ,

g(x | µ, b) =
|Φx− µI|

b
, (2.31)
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where µ is the location and b is the scale, θ = (µ, b). Once the p(y|x) and p(x|λ, θ)

are chosen, the posterior in Bayes’ theorem is

p(x|y, λ, θ) = exp [ f (x, y)− λRθ(x)] /Z(λ, θ) . (2.32)

The posterior distribution comprises two parts, the observation y and the prior

information. The MAP estimator is commonly used, given by

x̂λ,θ,MAP = arg min
x
{ f (x, y)− λRθ(x)} . (2.33)

Let f (x, y) = ‖F(x, c) − y‖2
2. Then, this estimator meets with the regularized

inverse problem and can be achieved in most case with modern optimization

algorithms, such as proximal gradient, projected gradient and so on. The λ

is a parameter that controls the balance between the observation and prior

information. We may have prior information on the estimation we are looking for,

e.g., the medical image database. The application of machine learning techniques

allows us to take advantage of it. Within statistical framework, many tools are

available to investigate the inverse problem, particularly when addressing the

uncertainty and generalization capabilities of the learned methods even in the

context of a black-box neural networks.

2.3 machine learning for image reconstruction

The objective of ML is to understand and learn the patterns contained in data,

and then use them for prediction of future data or decision-making. ML is a

set of methods that achieves this by borrowing the ideas and methods from

probability, statistics, numerical optimization, physics and so on. The last decades

have witnessed the development in the construction of MRI for capturing medical

images for diagnosis. With the fast growth of ML application, researchers have

started to improve techniques and strategies used in MR imaging with it, from

the design of k-space sampling pattern to image reconstruction and from data

collection to data analysis.

2.3.1 Unrolled Neural Networks

One of the most common approaches in ML, where an algorithm learns to predict

an output variable based on one or more input variables, by training on a labeled

dataset. Specifically in the field of MR image reconstruction, many unrolling

neural networks3, 4, 15 utilize this approach to solve this problem

arg min
x
‖F(x, c)− y‖2

2 + Rθ(x) . (2.34)
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Probabilistically, the output of a network F†
θ parametrized by θ is trained to

predict the reconstruction by maximizing the likelihood

θ̂ = arg max
θ

L(X = x, X̂ = F†
θ (y)) = pD(x, y|F†

θ ) , (2.35)

which is evaluated with

θ̂ = arg min
θ

ED

[

‖F†
θ (y)− x‖2

2

]

. (2.36)

A dataset D = {X = xi, Y = yi}N
i=1, consisting of paired the undersampled

k-space data y and the reference images x, and the pre-definition of the forward

operator F are required for backpropagation training. Designed for Equation 2.34,

these networks usually consist of two crucial components: 1) data consistency

layer of F, which involves Fourier transform and coil sensitivities to ensure con-

sistency of the output to measured k-space; 2) regularization layers Rθ(x) (θ,

learnable weights), which are constructed with many image processing func-

tionalities, such as learnable convolutions, upsampling, downsampling and so

on, to learn the features that are able to enhance image quality. These networks

are the result of the unrolling of iterative optimization algorithms used to solve

Equation 2.34, which glues these components together.

Ref. [5] reported that tiny perturbations, small structural changes, and sampling

pattern variations can fail most inverse networks x = F†
θ (y). Ref. [16] proofed this

phenomena showing that small deviations from the training data would lead to

substantial decreases in image quality. This aligns with our assumption on ML

that it learns the patterns contained in data and then use them for prediction.

Once the testing data was out of the patterns Equation 2.35 because of deviations,

the behavior of the learned model would be unpredictable. To circumvent this

constraint, Ref. [17] introduced an approach that initially represents the training

images within probabilistic subspace and subsequently the inverse network is

trained in the subspace domain, which demonstrates improved robustness in

the presence of perturbations. Apart from this, the prior knowledge could be

imposed on learnable weights θ in an unrolling network, when training it by

maximizing the posterior of θ

θ̂ = arg max
θ

{log pD(θ|x, y) ∝ log pD(x, y|F†
θ ) + log p(θ)} . (2.37)

In Ref. [18], it assumes θ follows a Gaussian distribution and learns this distribu-

tion using backpropagation to demonstrate the uncertainty in weights.

In short, unrolling networks perform well in the distribution of training data,

but deviations from the learned distribution always happen, as we may change

sampling patterns, coils, MR contrasts, sequence, and so on. One possible way
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Table 2.1: A comparison of generative models

Model Training Likelihood Sampling Compression Representation

autoregressive stable exact slow lossless no
flow-based stable exact fast/slow lossless yes

generative adversarial network (GAN)s unstable no fast no no
variational autoencoder (VAE)s stable approximate fast lossy yes

energy-based stable unnormalized fast no yes
score-based stable estimated fast/slow lossless yes

out is to decouple the learned distribution from the forward operator, which

essentially pertains to many factors that lead to deviations.

2.3.2 Generative Models

From the perspective of Bayes in Equation 2.33, the prior knowledge Rθ(x)

about our images is naturally decoupled from the forward operator. We could

probabilistically learn the distribution of images pθ(x) from a dataset D = {X =

xi}N
i=1 using generative models and then utilize it as regularization Rθ(x) =

log pθ(x). Then, the estimation of reconstruction is realized by

x̂ = arg max
x

log pθ(x) s.t. ‖F(x, c)− y‖2
2 = ǫ . (2.38)

Within a Bayesian framework, the posterior of the image x, given a measured

k-space data y, is

pθ(x|y) ∝ p(y|x) · pθ(x) . (2.39)

The MAP estimator from Equation 2.39 could be equivalent to Equation 2.38

using Equation 2.27 and has been investigated in Refs. [19, 20]. Furthermore,

many stochastic sampling methods to explore the posterior pθ(x|y), such as

Monte Carlo and simulated annealing algorithms, etc., become viable options for

imaging inverse problems while harnessing the prior information in a dataset

D = {X = xi}N
i=1. A generative model is a statistical model pθ(X = x) that is used

to approximate distribution of a high-dimensional random variable pD(X = x)

from an observed dataset D. Usually we can divide generative models into five

main groups: 1) autoregressive generative models; 2) flow-based models; 3) latent

variable models; 4) energy-based models; 5) score-based models. (c.f. Table 2.1)

The autoregressive and score-based models are used in this thesis and discussed

below.

autoregressive generative models In statistics and signal processing,

an autoregressive model is a representation of a type of random process; as
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Figure 2.4: The pixel xj is conditioned on the previous pixels, namely the pixels on the
above and left.

such, it is used to describe certain time-varying processes in nature. This model

specifies that the output variable depends on its own previous values.

p(x) = p(x0)
N

∏
i=1

p(xi|x<i) , (2.40)

where x<i = [x1, · · · , xi−1]. We can treat an image as such a vector shown in

Figure 2.4. Each pixel value ν follows a logistic distribution parametrized by µ, s.

For instance, when modeling discrete pixel value ν ∈ [0, 255], the probability for

each value is the integration over the short interval [ν− 0.5, ν + 0.5]

P(x|µ, s) =















σ( x−µ+0.5
s ) for x = 0

σ( x−µ+0.5
s )− σ( x−µ−0.5

s ) for 0 < x < 255

1− σ( x−µ−0.5
s ) for x = 255

where σ is the sigmoid function, which is the cumulative density function for

the logistic distribution. For the boundary value i.e., 0 or 255, the integration for

them is to the positive or negative infinity. To avoid uni-modal, we use a mixture

of logistics for ν:

p(ν) =
K

∑
i=1

πi logistic(µi, si) , (2.41)

where πi is categorical weights. To deal with images that have multiple channels

such as RGB-valued images, we write

p(x) = p(νr, νg, νb) = p(νr)p(νg|νr)p(νb|νg, νr) , (2.42)
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where

p(νr) =
K

∑
i=1

πi logistic(µr
i , sr

i ) (2.43)

p(νg|νr) =
K

∑
i=1

πi logistic(µ
g
i + α0

i νr, s
g
i ) (2.44)

p(νb|νg, νr) =
K

∑
i=1

πi logistic(µb
i + α1

i νg + α2
i νr, sb

i ) . (2.45)

Then, xi in an image vector x shown in Figure 2.4 is parametrized by Θ =

{πi, µ
(r,g,b)
i , s

(r,g,b)
i , α

(0,1,2)
i }K

i=1. Therefore, the autoregressive model in Equation 2.40

p(x; π, µ, s, α) = p(x(1))
n2

∏
i=2

p(x(i) | x(1), .., x(i−1)) , (2.46)

which describes the dependencies among sub-pixels. PixelCNN21 is a deep neural

network parametrized by θ and trained to predict the distribution parameters

(π, µ, s, α) = NETθ(x) for the image x by maximizing

θ̂ = arg max
θ

ED[log p(x; NETθ(x))] . (2.47)

When applying this model to audio and image, the conditional distributions

are computationally inefficient. The causal convolutions as presented in Ref. [22]

for audio and in Ref. [21, 23] accelerate the computation and make it possible for

this type of models to model the complicated and high dimensional data. Readers

could find technical details about the causal convolution in those publications.

score-based models In Ref. [24], Hyvärinen proposed score mathcing

where a learn score function of distribution pθ(x) with respect to x,

ψ(x, θ) =
∂ log p(x, θ)

∂x
, (2.48)

is enforced to match the corresponding score of the data distribution,

∂ log pD(x)

∂x
, (2.49)

by minimizing the expected squared error between these two terms

θ̂ = arg min
θ

ED

[

1

2

∥

∥

∥
ψ(x, θ)− ∂ log pD(x)

∂x

∥

∥

∥

2
]

. (2.50)
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Given a dataset D = {X = xi}N
i=1 and pD(x) is unknown, the equivalent objective

is

θ̂ = arg min
θ

ED

[

1

2

∥

∥ψ(x, θ)
∥

∥

2
+

∂ log ψ(x, θ)

∂x

]

. (2.51)

In a slightly different situation, a score network ψ(x̃, θ) is trained with pairs of

clean and corrupted samples (x, x̃) using the following objective

θ̂ = arg min
θ

ED

[

1

2

∥

∥

∥
ψ(x̃, θ)− ∂ log pD(x̃|x)

∂x̃

∥

∥

∥

2
]

, (2.52)

where we have a joint density pD(x̃, x) = pD(x̃|x)pD(x), x̃ = x + σz. σ is the

standard deviation and z is the uniform isotopic Gaussian noise. Note that

∇x̃ log pD(x̃
k
σi
|x) = ∂ log pD(x̃|x)

∂x̃
=

1

σ2
(x− x̃) =

z

σ
. (2.53)

This means the prediction of z/σ from noisy x̃ would point to x, and we want the

score network match that as good as it can. In Ref. [25] constructed a sequence

distribution

p(x̃σi
|x̃σi−1

), x̃σi
= x̃σi−1

+
√

σ2
i − σ2

i−1z , (2.54)

where 0 ≈ σ0 < · · · < σi = σmax. When σ is small, x̃ is close to x and retains the

most of structural information of it. Vice versa, x̃ has less structural information.

It is able to sample a distribution with its score function using Langevin dynamics.

Then, an annealed Langevin dynamics is proposed with

x̃k+1
σi

= x̃k
σi
+

γ

2
∇x̃ log pD(x̃

k
σi
|x) + σi

√
γz , (2.55)

where the score ∇x̃ log pD(x̃
k
σi
|x) is estimated by ψ(x̃, θ) and K iterations are

performed at each σi step. As proofed in Ref. [26], the capability of a score net-

work to predict z/σ from x̃ decreases as σ increases in Equation 2.52. Therefore,

when there is no other information and we want to generate samples for pD(x)

with a trained score network, we should use Equation 2.55 reversely by start-

ing at σmax and ending at σ0, initializing with Gaussian noise. In Ref. [27, 28],

Equation 2.54 and Equation 2.55 are referred to as forward and reverse pro-

cess respectively.The forward process gradually transforms the distribution of

data pD(x) to a distribution N (x, σ2
maxI) that is close to a known distribution

N (0, σ2
maxI). The reverse process does the opposite. Essentially, with a defined

continuous σ(t) and xt := x̃σ(t), Equation 2.54 is equivalent to a diffusion process

dxt =

√

d[σ2(t)]

dt
dw (2.56)
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where w is a Weiner process, and whose corresponding reverse process is

dxt = −d[σ2(t)]∇xt log pD(xt) +

√

d[σ2(t)]

dt
dw . (2.57)

Therefore, this type of generative models also called the diffusion model that is

constructed with a score network.

latent variable models Latent variable models assume there is a genera-

tor that maps a lower dimensional latent variable z ∼ p(z) to a high dimensional

variable x ∼ p(x|z). The probabilistic principal component analysis (pPCA)29 is

an example of this type of models where p(z) and p(x|z) are Gaussian distribu-

tions, and the dependency between x and z is linear. A non-linear extension of

pPCA with arbitrary distribution is the VAE framework as shown in Figure 2.5.

In VAE, variational inference is utilized to approximate the posterior p(x|z) and

neural networks are used to parametrize the distributions. There is an adversarial

approach30 to creating such a generator where a discriminator determines a dif-

ference between real data and generated data yielded by the generator, which is

referred to as GAN as shown in Figure 2.5. This group of models is called implicit

models as they do not compute or approximate the log-likelihood. Different to

flow-based models, VAE and GAN models do not need to satisfy the invertibility

of neural networks, and therefore we have more freedom in design architecture

for encoders and decoders.

(a)

Data Encoder

µ

σ

Latent Decoder Data

pdata(x) p(z|x) pθ(x|z)

z = µ+ σ
⊙

ǫ

ǫ ∼ N (0, I)

Input
Restored

input

ideally identical

(b)

Data Discriminator

Latent Generator

Real or Fakepdata(x)

p(z)

pθ(x)

pθ(x)

pdata(x)

Figure 2.5: (a) A variational autoencoder encodes the data into an assumed multivariate
Gaussian distribution and decodes the latent space into the reconstructed data.
(b) A GAN has a discriminator to determine if the samples from the generator
and training dataset are real or fake. Once it can not distinguish from the real
and the fake, the distribution parametrized by the generator stays close the
data distribution.
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ABSTRACT

Purpose: We introduce a framework that enables efficient sampling from

learned probability distributions for MRI reconstruction.

Method: Samples are drawn from the posterior distribution given the

measured k-space using the Markov chain Monte Carlo (MCMC) method,

different from conventional deep learning-based MRI reconstruction tech-

niques. In addition to the maximum a posteriori (MAP) estimate for the

image, which can be obtained by maximizing the log-likelihood indirectly

or directly, the minimum mean square error (MMSE) estimate and un-

certainty maps can also be computed from those drawn samples. The

data-driven Markov chains are constructed with the score-based generative

model learned from a given image database and are independent of the

forward operator that is used to model the k-space measurement.

Results: We numerically investigate the framework from these perspectives:

1) the interpretation of the uncertainty of the image reconstructed from

undersampled k-space; 2) the effect of the number of noise scales used to

train the generative models; 3) using a burn-in phase in MCMC sampling

to reduce computation; 4) the comparison to conventional ℓ1-wavelet regu-

larized reconstruction; 5) the transferability of learned information; and 6)

the comparison to fastMRI challenge.

Conclusion: A framework is described that connects the diffusion process

and advanced generative models with Markov chains. We demonstrate

its flexibility in terms of contrasts and sampling patterns using advanced

generative priors and the benefits of also quantifying the uncertainty for

every pixel.

24



3.1 introduction

3.1 introduction

Modern Magnetic Resonance Imaging (MRI) formulates reconstruction from

raw data in Fourier space (k-space) as an inverse problem. Undersampling to

reduce acquisition time then leads to an ill-posed reconstruction problem. To

solve this problem, parallel imaging can exploit spatial information from multiple

receive coils in an extended forward model [31]. Compressed sensing uses the

sparsity of images in a transform domain (i.e. wavelet domain, finite differences)

as prior knowledge. Combined with incoherent sampling this allows recovery of

sparse images from highly undersampled data [1, 2]. Learning-based techniques

for compressed sensing include methods using dictionary learning [32] or a

patch-based nonlocal operator [33].

In recent years, the application of deep learning pushed these ideas forward

by integrating learned prior knowledge [34]. Most of these methods can be

classified into two categories: First, methods that unroll the existing iterative

reconstruction algorithms into a neural network and train their parameters by

maximizing the similarity to a ground truth. In Ref. [3], the authors replaced the

handcrafted regularization term with convolution layers, and derived a neural

network from the iterative procedure of the Alternating Direction Method of

Multipliers (ADMM) algorithm. Ref. [15, 4] investigated similar approaches.

The downside of this kind of method is the need for supervised training, which

requires raw k-space data with fixed known sampling patterns and corresponding

ground truth images. The second category consists of methods that learn a prior

from high-quality images, then plug it into existing iterative algorithms as a

regularization term. In Ref. [19, 20, 35], the image prior was constructed with a

variational auto-encoder [36], a denoising auto-encoder [37] and an autoregressive

generative model [23], respectively. These methods then compute a maximum a

posterior (MAP) as the estimator of the image. These types of methods separate

the learned information from the encoding matrix (sampling pattern in k-space

and coil sensitivities), which permits more flexibility in practice because they

allow the acquisition patterns and receive coils to change without retraining.

Generative adversarial networks were also used for image reconstruction in Ref.

[38]. There, the discriminator is used to confine the space of the output of a

generator that is designed to generate images with conformity to k-space data.

Although deep learning based approaches provide promising results, worries

about the uncertainty caused by undersampling strategies and algorithms have

limited their usage in clinical practice until now. Therefore, the uncertainty

assessment constitutes an important step for deep learning based approaches.

The uncertainty is two-fold: 1) the uncertainty of weights inside the neural

network [39, 40]; and 2) the uncertainty introduced by the missing k-space data

points. The uncertainty from missing k-space data points can be addressed in a
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3.2 theory

Bayesian imaging framework. We refer the readers to Ref. [41, 42]. In Ref. [20],

the MAP estimator is used, but it provides only the mode of the posterior density

p(x|y) and practical optimization may also even only provide a local maximum.

In the setting of Bayesian inference, it is possible to investigate the full shape of

posterior distribution p(x|y). In particular, it is possible to draw sample from

the posterior distribution for priors based on diffusion models using the Markov

chain Monte Carlo (MCMC) method as described previously by Jalal et al. [43]

and others [44, 45, 46], which are closely related to the present work. Jalel et

al. use Langevin sampling to sample the posterior using score-based generative

model and this is extendend in Ref. [46] to also include a motion model. The

method in Ref. [45] uses the predictor-and-corrector framework proposed in Ref.

[28]. These publications point out the relationship to Bayesian reconstruction and

show some results related to uncertainty estimation, but a complete Bayesian

formulation of this framework applied to MRI multi-channel reconstruction is not

provided. A general problem with this approch is the large number of iterations

required during sampling, e.g. Ref. [45] reports the use of several thousands of

iterations.

Following these ideas, a generic framework for MRI reconstruction emerges,

which is based on a series of publications related to generative models [28, 24, 47,

27, 25], in which the essential idea is to: 1) systematically and slowly destroy the

underlying prior knowledge in a data distribution through an iterative forward

diffusion process; 2) learn a reverse diffusion process that restores the patterns

by a so-called score-based neural network and 3) incorporate the forward model

of the measurement into the learned reverse process. The general picture of the

proposed method is illustrated in Figure 4.1.

In the present work, we recapitulate the framework of Bayesian reconstruction

and score-based diffusion models and numerically investigate this framework

from the following different perspectives: 1) the interpretation of the uncertainty

of the image reconstructed from undersampled k-space; 2) the effect of the num-

ber of noise scales used the generative models on image quality on computation

time; 3) using a burn-in phase in MCMC sampling to reduce computation; 4) the

comparison to conventional ℓ1-wavelet regularized reconstruction; 5) the transfer-

ability of learned information; and 6) the comparison to fastMRI challenge[48, 49].

3.2 theory

3.2.1 Magnetic Resonance Image Reconstruction as Bayesian Inference

We consider image reconstruction as a Bayesian problem where the posterior of

image p(x|y) given with the measured data y and a prior p(x) learned from a

database of images [20, 41, 42]. Here, the image is denoted as x ∈ Cn×n, where

27



bayesian mri using diffusion priors

n× n is the size of image, and y ∈ Cm×mC is the vector of m complex-valued k-

space samples from mC receive coils. Assuming the noise η circularly-symmetric

normal with zero mean and covariance matrix σ2
η I, the likelihood p(y|x) for

observing the y determined by y = Ax + η and given the image x is given by a

complex normal distributions

p(y|x) = CN (y;Ax, σ2
η I)

= (σ2
η π)−Np e-‖σ−1

η ·(y−Ax)‖2
2 , (3.1)

where I is the identity matrix, ση the standard deviation of the noise, Ax is the

mean and Np is the length of the k-space data vector. A : Cn×n → Cm×mC is the

forward operator and given by A = PFS , where S are the coil sensitivity maps,

F the two-dimensional Fourier transform, and P the k-space sampling operator.

According to Bayes’ theorem the posterior density function p(x|y) is then

p(x|y) = p(y|x) · p(x)
p(y)

. (3.2)

In this work, the reconstruction is based on the sampling of this posterior dis-

tribution. We utilize an efficient technique based on the Markov Chain Monte

Carlo method with the application of a diffusion probabilistic generative model.

This consists of two processes: 1) a forward diffusion process which converts

a complicated distribution used as prior for the image into a simple Gaussian

distribution; and 2) a learned finite-time reversal of this diffusion process with

which a Gaussian distribution is gradually transformed back to the posterior (cf.

Figure 4.1).

3.2.2 The Forward Diffusion Process

In probabilistic diffusion models, the data distribution characterized by density

q(x0) is gradually converted into an analytically tractable distribution (Gaussian

noise) [27]. The image x0 is perturbed with a sequence of noise scales 0 = σ0 <

σ1 < · · · < σN . When the number of steps used for discretization N → ∞, the

diffusion process becomes a continuous process. Here, we consider the discrete

Markov chain

xi = xi−1 + zi−1, i = 1, · · · , N, (3.3)

where zi−1 ∼ CN (0, (σ2
i − σ2

i−1)I), i.e. the i-th transition kernel is then given by

q(xi|xi−1) = CN (xi; xi−1, (σ2
i − σ2

i−1)I) . (3.4)
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Instead of doing transitions step by step [28, 50] a single perturbation kernel

q(xi | x0) = CN
(

xi; x0, σ2
i I
)

(3.5)

can be computed as a convolution of Gaussians. With Bayes’ theorem we can

write:

q (xi−1 | xi, x0) = q (xi | xi−1)
q (xi−1 | x0)

q (xi | x0)
. (3.6)

Given the initial image x0, the posterior of a single step of the forward process is

then given by (see Appendix Section 3.7.1)

q(xi−1 | xi, x0) = CN
(

xi−1;
σ2

i−1

σ2
i

xi +
(

1− σ2
i−1

σ2
i

)

x0, τ2
i I
)

(3.7)

with variance τ2
i :=

(

σ2
i − σ2

i−1

) (

σ2
i−1/σ2

i

)

.

3.2.3 Learning the Reverse Process

The joint distribution of the reversal diffusion process is characterized by the

probability density

p(xN , xN−1, · · · , x0) = p(xN)
N

∏
i=1

p(xi−1|xi) , (3.8)

where p(xN) is the initial Gaussian distribution. The reverse is given by Kol-

mogorov’s backward equation which has the same form as the forward process

[27, 50]. Thus, the transitions p(xi−1|xi) of the reverse process can be parameter-

ized with the Gaussian transition kernel

p (xi−1 | xi) = CN
(

xi−1; µ (xi, i) , τ2
i I
)

, (3.9)

where µ (xi, i) and τ2
i I are the mean and variance of the reverse transitions, re-

spectively. Here, we learn the mean µθ of the reverse transitions using a neural

network parameterized by training parameters θ. Since the learned reverse tran-

sitions pθ(xi−1|xi) lead to a new density pθ(x0), which should match q(x0), they

can be learned by minimizing the cross entropy

H(pθ, q) = −Eq(x0) [log pθ(x0)] . (3.10)
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Following Ref. [27] a lower bound ℓ can be written in terms of KL divergence

between the transition kernel Equation 3.9 and the posterior of forward process

Equation 3.7

ℓ =
N

∑
i=2

Eq(x0)Eq(xi |x0)

[

DKL(q(xi−1 | xi, x0)‖ pθ(xi−1 | xi))
]

=
N

∑
i=2

Eq(x0)Eq(xi |x0)

[ 1

τ2
i

∥

∥

∥

σ2
i−1

σ2
i

xi +
(

1− σ2
i−1

σ2
i

)

x0 − µθ(xi, i)
∥

∥

∥

2

2

]

+ C, (3.11)

where C is a constant. The derivation of KL divergence between two Gaussian

distributions is detailed in Appendix Section 3.7.2. Using Equation 3.5 we can

express xi = x0 + z with z ∼ CN
(

0, σ2
i I
)

, and obtain

ℓ =
N

∑
i=2

Ex0,z





1

τ2
i

∥

∥

∥

∥

∥

σ2
i−1

σ2
i

z + x0 − µθ (xi, i)

∥

∥

∥

∥

∥

2

2



+ C. (3.12)

Thus, we can learn the mean of the reverse transitions by learning to denoise

the training data disturbed by noise. In Ref. [24, 47], the generative model is

estimated by minimizing the expected squared distance between the gradient

of the log-probability given by the score network and the gradient of the log-

probability of the observed data. This technique was extended and generalized

in Ref. [25, 28]. In the following, we quickly point out the connection to score

matching networks. Let:

µθ (xi, i)− x0 = σ2
i−1sθ (xi, i) , (3.13)

where sθ(xi, i) denotes the denoising score matching network that is conditional

on the index of noise scales i. Then, we have

ℓ =
N

∑
i=2

Ex0,z

[

σ2
i−1

τ2
i

∥

∥

∥

∥

z

σ2
i

− sθ (xi, i)

∥

∥

∥

∥

2

2

]

+ C . (3.14)

Expressing the noise again as z = xi − x0, we can rewrite

Ex0,z

[

∥

∥

∥

∥

xi − x0

σ2
i

− sθ(xi, i)

∥

∥

∥

∥

2

2

]

= Eq(x0)Eq(xi |x0)

[

‖∇xi
log q(xi | x0)− sθ(xi, i)‖2

2

]

(3.15)
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which shows that Equation 3.14 is equivalent to score matching. For the later use

of the transition kernel, Equation 3.13 is equivalent to

µθ (xi, i)− xi =
(

σ2
i − σ2

i−1

)

sθ (xi, i) . (3.16)

In summary, the score network is trained via Equation 3.15 to output the gradient

fields that are used to construct the Markov transitions (Equation 3.9) which

nudges coarse samples xi toward finer ones xi−1, namely the reverse process. In

later sections, we will discuss how we construct and train the score networks.

3.2.4 Computing the Posterior for MRI Reconstruction

In order to compute the posterior probability p(x|y) for the image x given the data

y, we need to modify the learned reverse process. We achieve this by multiplying

each of the intermediate distributions p(xi) with the likelihood term p(y|xi)

according to Bayes’ theorem. We use p̃ (xi) = p(xi|y) to denote the resulting

sequence of intermediate distributions

p̃ (xi) ∝ p (xi) p(y|xi) (3.17)

up to the unknown normalization constant. Following Ref. [27], the transition

from xi+1 to xi of the modified reverse process is

p̃ (xi | xi+1) ∝ p (xi | xi+1) p(y|xi) . (3.18)

The sampling at each intermediate distribution of Markov transitions Equa-

tion 3.18 is performed with the unadjusted Langevin algorithm [51]

xk+1
i ← xk

i +
γ

2
∇xi

log p̃(xk
i | xi+1) +

√
γz, (3.19)

where z is standard complex Gaussian noise CN (0, I). We now go over to the

modified learned process p̃θ(xi | xi+1) parameterized by θ and obtain the log-

derivative with respect to xi using the learned reverse transitions pθ (xi | xi+1)

as

∇xi
log p̃θ(xi | xi+1) = ∇xi

log pθ (xi | xi+1) +∇xi
log p(y|xi). (3.20)

From Equation 3.9 and Equation 3.16, we have

∇xi
log pθ (xi | xi+1) =

1

τ2
i+1

(

σ2
i+1 − σ2

i

)

sθ (xi+1, i) , (3.21)
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and from Equation 3.1 we have

∇xi
log p(y|xi) = −

1

σ2
η

(AHAxi −AHy) . (3.22)

After inserting these expressions into Section 4.3.2 we obtain

xk+1
i ← xk

i +
γ

2τ2
i+1

(σ2
i+1 − σ2

i )sθ(x
k
i , i)

− γ

2σ2
η

(AHAxk
i −AHy) +

√
γz . (3.23)

The starting point for each chain x0
i = xK

i+1 is the last sample from the previous

distribution p̃(xi+1 | xi+2) after K Langevin steps. We found it advantageous to

modify the likelihood term in each step according σ2
η = τi+1/λ, which should

approach the variance of the data noise in the last step. Since the noise variance

was unknown for the data set we used, we empirically selected a λ that determines

how strong the k-space data consistency is relative to the prior. We set γ to 2τ2
i+1.

At last, the algorithm used to sampling the posterior is presented in 2.

Algorithm 1 Sampling the posterior with a Markov chain Monte Carlo method

1: Give the acquired k-space y.
2: Construct the forward operator A with sampling pattern P and coil sensitivi-

ties S .
3: Set the Langevin steps K, the factor λ, the start noise level index N, and γ.
4: Generate x0

N from a suitable Gaussian distribution (e.g., CN ∼ (0, I)).
5: for i in {N− 1, · · · , 1} do

6: Draw samples from p̃(xi|xi+1) by running K Langevin steps with Equa-
tion 3.23.

7: end for

To characterize the shape of a posterior, we run multiple chains to draw samples

in parallel. To reduce the amount of computation, the burn-in phase is introduced

as shown in Figure 3.2. That means only one chain proceeds through the several

beginning noise levels, and after that we split it up into multiple Markov chains

using the sample from the burn-in phase as initial point indicated by the blue

dot. To further reduce computation, we introduce the continuously decreasing

noise scales, which reduces the number of iterations when performing Langevin

dynamics at each intermediate distribution.
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(a)
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Figure 3.2: Illustration for the sampling of the posterior p(x|y). (a) The four possible
sampling trajectories are indicated the solid lines, sharing the same burn-in
phase (dashed line). The MAP approach via gradient descent reaches a locally
optimal solution. (b) Possible reconstructions are showed over the energy
curve and the uncertainty map is the pixelwise variance over samples.

3.2.5 The Analysis of Samples

Given a posterior probability distribution p(x|y) the minimum mean square error

(MMSE) estimator minimizes the mean square error:

xMMSE = arg min
x̃

∫

‖x̃− x‖2 p(x|y)dx = E[x|y] . (3.24)

The MMSE estimator cannot be computed in a closed form, and numerical

approximations are typically required. Since we demonstrated how to generate

samples from the posterior in previous sections, let us consider the samples xK
0 at

the last stage, and a consistent estimate of xMMSE can be computed by averaging

those samples, i.e. the empirical mean of samples converges in probability to

xMMSE due to weak law of large numbers. The variance of those samples is a

solution to the error assessment for the reconstruction if we trust the model

parameterized by Equation 3.9 that is learned from a image database. The 95%

confidence interval is computed for each pixel with its mean and variance. Since

a wider confidence interval (CI) means a larger margin of error, the mean is

overlaid with it to indicate the variability of each pixel, and up to a certain point,

the variability can cause a visual change on the image (cf. Section 3.3.3).
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3.3 methods

3.3.1 Score Networks’ Architecture

The denoising score network is designed to predict the noise given an image

degraded by Gaussian noise of a particular scale σi. To improve the quality

of the predictions for different noise scales, we consider networks conditional

on discrete and pseudo-continuous noise scales. The discrete one has a much

larger gap between σi and σi−1 than the pseudo-continuous one and usually

has a smaller number of noise scales N, while the pseudo-continuous network

is adaptive to a certain trained range of noise scales. The sequence of noise

scales {σi}N
i=1 is geometrically generated following the scheme in Ref. [28], i.e.

σi = σ( i
N ) = σmin(

σmax
σmin

)
i−1
N−1 .

For a discrete model, we add modified instance normalization layers that are

conditional on the index of the noise scales following each convolution layer. The

conditional instance normalization [52] is

f̂k = Φ[i, k]
fk − µk

sk
+ Ω[i, k], (3.25)

where Φ ∈ RN×C and Ω ∈ RN×C are learnable parameters, k denotes the index of

a feature map fk, µk and sk are the means and standard deviation over its spatial

locations of the k-th feature map computed in each pass through the network,

and i denotes the index of σ in {σi}N
i=1.

For a continuous model, we let networks be conditional on the index of noise

scales by inserting random Fourier features [53]. Three steps used to encode a

noise index into random features are as follows:

• Draw a random vector which has i.i.d. Gaussian m entries with the specified

standard deviation,

• Scale the random vector with the index i, then multiply it with 2π,

• Apply sines and cosines to the scaled random vector, then concatenate them

into m× 2 matrix,

where m is embedding size. The encoded index is added to all the blocks listed

in Supporting Table S1.

With either one of the two modifications above, a network sθ(x, i) has two

inputs, i.e. noise corrupted image x and noise index i. Real and imaginary parts

of the images are interpreted as seperate channels when input into the neural

network. RefineNet [54] is the backbone of all the score networks used in this

work (cf. Supporting Figure S2). Three variants from that are trained for different

reconstruction experiments. The architectures of three networks are presented
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in detail in Supporting Table S1. We refer the readers to the codes available

online for more information about them. We labeled the three networks with

NET1, NET2, and NET3, respectively, for ease of reference in the following. NET1 is

conditional on discrete noise scales, NET2 and NET3 are conditional on continuous

noise scales. We introduce self-attention modules into NET3 to capture long-range

dependencies by adding non-local blocks as described previously[55] so that the

network has the capability to model the dataset of high-resolution images.

3.3.2 Dataset, Training and Inference

We trained NET1 and NET2 on a dataset acquired by us already used and de-

scribed in Ref. [20]. NET3 was trained on a subset of the fastMRI dataset [48].

Our dataset has 1300 images containing T1-weighted, T2-weighted, T2-weighted

fluid-attenuated inversion recovery (FLAIR), and T2∗-weighted brain images

from 13 healthy volunteers examined with clinical standard-of-care protocols. The

brain images from fastMRI dataset [48] were used for benchmark that contains

T1-weighted (some with post contrast), T2-weighted and FLAIR images. For the

detailed information of both dataset, we refer readers to corresponding publica-

tion. Regarding the data partitioning, we first separated all multi-slice volumes

into training and testing groups. Then we split the volume into two-dimensional

slices (i.e., images). Reference images - denoted x0 in the theory - were recon-

structed from fully-sampled multi-channel k-space. Then, these complex image

datasets after coil combination were normalized to a maximum magnitude of

1. The coil sensitivity maps were computed with BART toolbox using ESPIRiT

[12, 56]. 1300 images of size 256×256 from the dataset used in Ref. [20] were

used to train NET1 and NET2. 1000 images were used for training, and 300 images

were used for testing. All networks are trained for 1000 epochs, i.e. iterations

over all training images. For the training of NET3, we used the T2-weighted FLAIR

contrast images of size 320×320 that are reconstructed from fastMRI raw k-space

data. 2937 images are for training, 326 images are for testing.

Three score networks are implemented with Tensorflow [57]. The hyperpa-

rameters used to train the three score networks are listed in Supporting Table

S2. With the trained networks, we implemented MCMC sampling Algorithm

2 with Tensorflow and Numpy [58], and then explored the posterior p(x|y) in

different experimental settings. We trained three score networks once separately

for all the experiments we did in this work. These three models can support all

experiments performed in this study with variable undersampling patterns, coil

sensitivity maps, channel numbers. It took around 43 and 67 seconds, respectively,

to train NET1 and NET2 for one epoch on one NVIDIA A100 GPU with 80GB. For

NET3, it took around 500 seconds per epoch on two NVIDIA A100 GPUs using the
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multi-GPU support from Tensorflow. In the spirit of reproducible research, codes

and data to reproduce all experiments are made available1.

3.3.3 Experiments

Single Coil Unfolding: To investigate how the Markov chain explores the solution

space of the inverse problem y = Ax + η, we designed the single coil unfolding

experiment. The single channel k-space is simulated out of multi-channel k-space

data. The odd lines in k-space are retained. 10 samples were drawn from the

posterior p(x|y). NET1 was used to construct transition kernels and the parameters

in Algorithm 2 are K = 50, N = 10, λ = 6. We redo the experiment with the

object shifted to bottom. This experiment has an inherent ambiguity which can

not be resolved using the data alone and where the reconstruction is strongly

determined by the prior. Thus, it mimics in a synthetic setting a situation with

high undersampling where hallucinations were observed in the reconstruction of

some deep-learning methods [59].

Multi-Coil Reconstruction Multi-channel data points from Cartesian k-space

are randomly picked with variable-density poisson-disc sampling and the central

20×20 region is fully acquired. The acquisition mask covers 11.8% k-space and

the corresponding zero-filled reconstruction is shown Figure 3.4b. We initialized

10 chains and the xMMSE was computed using different numbers of samples.

NET1 was used to construct transition kernels and the parameters in Algorithm

2 are K = 30, N = 15, λ = 13. To visualize the process of sampling, we use

peak-signal-noise-ratio (PSNR in dB) and similarity index (SSIM) as metrics to

track intermediate samples. The comparisons are made between the magnitude

of xMMSE and the ground truth x̃ after normalized with ℓ2-norm.

More Noise Scales To investigate how the number of noise scales influences the

proposed method, we reconstructed the image from the undersampled k-space

that was used in the multi-coil experiment. NET2 was used to construct transition

kernels and the parameters in Algorithm 2 are K = 5, N = 70, λ = 25.

Investigation of the Burn-in Phase To investigate the burn-in phase illustrated

in Figure 3.2, we split up into multiple chains at a certain noise scale when

drawing samples from the posterior p(x|y). For instance, we denote by (xMMSE, 60)

the xMMSE that is computed with 10 samples drawn from p(x|y) by splitting up

into 10 chains at the 60th noise scale. By changing the splitting point, we got

different sets of samples that are from chains of different length and computed the

final xMMSE respectively. We have two sets of xMMSE that are reconstructed from

the undersampled k-space using two sampling patterns separately. The central

20x20 region is obtained and the k-space, outside the center, is randomly picked

1 https://github.com/mrirecon/spreco
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up retrospectively (10%, 20%). NET2 was used to construct Markov transition

kernels and the parameters in Algorithm 2 are K = 5, N = 70, λ = 25.

Investigation into MAP To verify the samples are located around the local

modality of the posterior, we disabled the disturbance with noise after stochastic

inference with the last distribution p̃(x0 | x1) and ran 200 iterations more to get

extended samples. What’s more, we repeated this procedure with determinate

inference, in which the disturbance was disabled during sampling iterations to get

one deterministic sample, i.e., MAP estimation. A Poisson-disc sampling pattern

is generated without variable density and with 2-fold undersampling along phase

and frequency encoding directions. NET2 was used to construct transition kernels

and the parameters in Algorithm 2 are K = 5, N = 70, λ = 25.

Comparison to ℓ1-regularized Reconstruction A comparison using the fastMRI

dataset was used to evaluate the performance of the proposed method. We noticed

that the raw k-space data is padded with zeros to make them have the same

dimension. The effect caused by zero paddings is investigated in Ref. [60]. Since

we only used the images that were reconstructed from the zero padded k-space

for training, the issue caused by the synthesized k-space does not exist in our

work. The undersampling pattern for each slice is randomly generated in all

retrospective experiments. NET3 was used to construct transition kernels. The

parameters in Algorithm 2 are K = 3, N = 90, λ = 20 and 10 samples were drawn

to compute xMMSE. The data range for computing PSNR and SSIM is determined

by the maximum over each slice.

Transferability To investigate the transferability of learned prior information

from T2 FLAIR images to other contrasts, we acquired T1-weighted (TR=2000ms,

TI=900ms, TE=9ms) and T2-weighted (TR=9000ms, TI=2500ms, TE=81ms) FLAIR

k-space data using a 2D multi-slice turbo spin-echo sequence with a 16-channel

head coil at 3T (Siemens, 3T Skyra). NET3 (trained with T2 FLAIR images) was

used to construct transition kernels. The parameters in Algorithm 2 are K =

5, N = 70, λ = 20.

Comparison to fastMRI challenge As a comparison to the unrolled neural

network, the XPDNet [49] is selected as the reference which ranked 2nd in the

fastMRI challenge. Two networks were trained for acceleration factors 4 and 8,

using retrospectively undersampled data from the fastMRI dataset [10] using

equidistant Cartesian masks and the trained models that are publicly available2.

For the proposed method, NET3 was used to construct transition kernels. The

parameters in Algorithm 2 are K = 4, N = 90, λ = 20. The confidence interval

after thresholding is used as the color map to indicate that a region has high

uncertainty. Be consistent with the evaluation the XPDNet provided, 30 FLAIR

volumes are used for validation to compute metrics.

2 https://huggingface.co/zaccharieramzi
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3.4 results

3.4.1 Single Coil Unfolding

As expected, the lack of spatial information from coil sensitivities without parallel

imaging leads to huge errors and folding artifacts still exist in xMMSE as shown in

Figure 3.3. Since only odd lines are acquired, all images in which the superposition

of points Pl and Pl+2/n equals to the points Pr in ground truth are solutions to

y = Ax+ ǫ with the same error (the residual norm ‖y−Ax‖2). Selected solutions

are presented in Figure 3.3c. The variance map indicates the uncertainty of the

solutions, which in this experiment is similar to the hallucinations observed in

for some deep-learning methods for high undersampling[59]. The errors of the

estimation xMMSE are largely reduced compared to the zero-filled reconstruction

because of prior knowledge from the learned reverse process (cf. Figure 3.3a). The

shift of the object increases the symmetry and then leads to even bigger errors as

learned reverse process know less about images that were shifted (cf. Figure 3.3b).

(a)

zero filled xMMSE variance truth, x̃

Pl

Pl+n/2
Pr

(b)

(c)

Figure 3.3: Single-coil unfolding with NET1. The k-space is undersampled by skipping
every second line. Aliased images, xMMSE, variance maps and ground truth
are shown. (a) The object is centered. (b) The object is shifted. (c) Selected
solutions are presented. The left four are centered and the right four are
shifted.
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3.4.2 Multi-Coil Reconstruction

Figure 3.4 shows the results for the multi-coil experiment. Figure 3.4a shows the

evolution of the samples’ PSNR and SSIM over the transitions of the data-driven

Markov chain. Intermediate samples are presented in Supporting Figure S1. The

convergence of samples at each noise level was reached as indicated by the PSNR

and SSIM curves. When there are more samples, the xMMSE converges to higher

PSNR and SSIM. In Figure 3.4b, 10 converged samples were used to compute

xMMSE and the variance map. Comparing with the ground truth, the variance map

mainly reflects the edge information, which can be interpreted by the uncertainty

that is introduced by the undersampling pattern used in k-space where many

high frequency data points are missing but the low frequency data points are fully

acquired. In contrast to the single coil unfolding, the local spatial information

from coil sensitivities reduces the uncertainties of missing k-space data. Moreover,

error maps qualitatively correspond to the variance map, with larger errors in

higher variance regions as shown in Figure 3.4c. Lastly, the average over more

samples leads to smaller error.

3.4.3 More Noise Scales

We also plotted the curve of PSNRs and SSIMs over iterations in Figure 3.5a for

NET2 which uses continuous noise scales. The PSNR and SSIM of xMMSE, which

is computed with 10 samples, are 37.21dB and 0.9360, respectively. Two xMMSE

reconstructed separately with the application of NET1 and NET2 are presented in

Figure 3.5b and variance maps are presented as well. The variance of the samples

that are drawn with NET2 is less than those drawn with NET1, which means that

we are more confident about the reconstuction using NET2. When we zoom into

the region that has more complicated structures, the boundaries between white

matter and gray matter are more distinct in the image recovered with NET2 and the

details are more obvious, as shown in Figure 3.5c. Hence, increasing the number

of noise scales in NET2 relative to NET1 reduces the number of iterations and

improves the quality of reconstruction using score networks of comparable size.

More noise scales make chains constructed with NET2 exploit the prior knowledge

from training image dataset more effectively than chains constructed with NET1

which has fewer noise scales.

3.4.4 Investigation of the Burn-in Phase

The two sets of xMMSE are presented in Figure 3.6. In Figure 3.6a, the earlier we

split chains, the closer the xMMSE gets to the truth. Especially, when we zoom

into the region that has complicated structures (indicated by the red rectangle),
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zero filled xMMSE variance truth, x̃ mask

(c)

1 sample 2 samples 4 samples 8 samples 10 samples

x15 x15 x15 x15 x15

Figure 3.4: Multi-coil reconstruction with NET1. Results : (a) The curves of PSNR and
SSIM over iterations for xMMSEs estimated by averaging a different number of
samples (b) Zero-filled, xMMSE, variance maps, truth and mask are presented.
The final PSNR and the SSIM of xMMSE are 34.05dB and 0.9050, respectively (c)
The error maps between different xMMSEs and the ground truth are presented.

the longer chains make fewer mistakes. The slightly distorted structure is seen

in (xMMSE, 60) highlighted with blue circles. The distortion has disappeared in

(xMMSE, 0) but some details are still missing. However, given more k-space data

points, the longer chains do not cause a huge visual difference in the xMMSE as

shown in Figure 3.6b, even though there is a slight increase in PSNR and SSIM.

Although fewer data points mean more uncertainties, longer chains permit better

exploration of the solution space, as shown by this experiment. Here, the image

(xMMSE, 60) took about one fourth of the time (4 minutes and 30 seconds) to

compute than the image (xMMSE, 0). For moderate undersampling rates, a burn-in

phase is recommended for reducing computation time.
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NET1, xMMSE NET1, variance NET2, xMMSE NET2, variance truth, x̃

(c)

Figure 3.5: Effect of using continuous noise scales in NET2. (a) The convergence curves
of PSNR and SSIM over iterations for NET2. (b) Reconstructed MMSE and
variance maps for NET2 and NET2. (c) Zoomed view of selected structures
(yellow circle, red arrow).

(a)

xMMSE, 60 xMMSE, 50 xMMSE, 40 xMMSE, 30 xMMSE, 0 truth, x̃

0.9097 0.9127 0.9154 0.9172 0.9184
34.50dB 34.94dB 35.33dB 35.59dB 35.77dB

(b) 0.9097 0.9349 0.9360 0.9365 0.9368
37.27dB 37.73dB 37.99dB 38.06dB 38.09dB

Figure 3.6: To investigate the burn-in phase the effect of splitting chains at different time
points is shown for NET2 for reconstruction with (a) 10% k-space data points
and (b) 20% k-space data points.
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Figure 3.7: Investigation of the MAP reconstruced with NET2. 200 extended iterations after
random exploration versa a deterministic estimate of MAP that are indicated
by solid and dashed lines respectively. (a) The curves of PSNR and SSIM over
iterations. (b) The sub-figure variance1 and variance2 were computed from
unextended samples and extended samples respectively. xMAP is an extended
sample. (c) The zoom-in region of 9 extended samples and the ground truth.

3.4.5 Investigation of the MAP

In Figure 3.7, we plotted the curves of PSNR and SSIM over extended iterations for

NET2 and presented reconstructions that are from the MMSE and MAP estimator.

As indicated by zoom-in images and curves in Figure 7a and 7c, the extended

samples converge to a consistent estimate of the MAP. Measured by PSNR and

SSIM, the MAP has better quality than individual samples. As expected, the

MMSE obtained from averaging ten (non-extended) samples has better PSNR and

SSIM than the MAP.

3.4.6 Comparison to L1-regularized Reconstruction

The reconstructions with different methods are presented in Figure 3.8. ℓ1-ESPIRiT

denotes the reconstruction with the pics command of BART toolbox using ℓ1-

wavelet regularization (0.01), which mostly recovers general structures while

smoothing out some details. In xMMSE, the majority of details are recovered, and

the texture is almost identical to the ground truth, although some microscopic
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Figure 3.8: Comparison of the MMSE computed with NET3 to the ℓ1-wavelet regularized
and zero-filled reconstruction. The high resolution image (320×320) was recon-
structed from k-space data using 10-fold undersampling. The regularization
parameter was set to 0.01.

structures are still missing. Each subject has 16 slices and the metrics of 3 subjects

presented in Supporting Table S3 are the average over slices of each subject. It’s

worth mentioning that PSNR and SSIM are influenced by the value-range of a

slice in the evaluation of MR images.

3.4.7 Transferability

Figure 3.9 shows a NET3 trained with T2 FLAIR contrast used to reconstruct a T1

FLAIR image (red box) in comparison to a T2 FLAIR image. No loss of quality

can be observed.
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Figure 3.9: Transferability: Reconstruction of T2 and T1 FLAIR images (red box) using a
Poisson-disc pattern with 8x undersampling in k-space using NET3 trained on
T2 FLAIR images.
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3.4.8 Comparison to fastMRI challenge

As discussed in Ref. [61], the ground truth matters when computing comparison

metrics. We plotted the metrics of 30 volumes against a root sum of squares (RSS)

and a coil combined image (CoilComb) in Supporting Figure S3, which shows

XPDNet favors RSS that was used as labels for training it while xMMSE favors

the other. Besides, the data range can be determined slice by slice or volume by

volume, and the influences of that are not ignorable.

Both methods provide nearly aliasing-free reconstruction at 4 or 8-fold ac-

celeration. However, the hallucinations appear when using 8-fold acceleration,

highlighted with the green color (cf. Figure 3.10).

All in all, a deep learning-based method has enough capability to generate a

realistic-looking image even when the problem is highly underdetermined as a

result of undersampling, but the uncertainties inside it cannot be ignored.

3.5 discussion

Generally, the Bayesian statistical approach provides a foundation for sampling

the posterior p(x|y) and a natural mechanism for incorporating the prior knowl-

edge that is learned from images. The generative model is used to construct

Markov chains to sample the posterior. The utilization of probabilistic generative

models allows: 1) flexibility for changing the forward model of measurement; 2)

exact sampling from the posterior term p(x|y); and 3) the estimation of uncer-

tainty due to limited k-space data points.

Uncertainties of Reconstruction One advantage of the proposed approach over

classical deterministic regularization methods is that it allows the quantification

of uncertainties of the reconstruction with the variance map. That requires MCMC

sampling technique. The loss of spatial information of coils leads to the failure

of unfolding, as demonstrated in Section Section 3.4.1. High undersampling

implies a high uncertainty about the solution, which may lead to hallucinations

as observed in Ref. [59] and Figure 3.10. The regions with aliasing correspond to

the high variance areas of the uncertainty map. With multiple coils, the reduction

of high frequency data points in k-space leads to the loss of fine details, as

demonstrated in Section Section 3.4.2. The xMMSE represents the reconstruction

with minimum mean square error and the variance map evaluates the confidence

interval of xMMSE. Furthermore, it is possible to derive error bounds from the

variance of the posterior as reported Ref. [62].

Overfitting and Distortion The proposed algorithm is an iterative refining pro-

cedure that starts from generating coarse samples with rich variations under large

noise, before converging to fine samples with less variations under small noise.

For early iterations of the algorithm, each parameter update mimics stochastic
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Figure 3.10: Comparison to fastMRI challenge. From the leftmost to rightmost column,
reconstructions are ℓ1-ESPIRiT, XPDNet, xMMSE highlighted with confidence
interval, xMMSE and a fully-sampled coil-combined image (CoilComb). Hal-
lucinations appear when using 8-fold acceleration along the phase-encoding
direction (horizontal) and are highlighted with the confidence interval after
thresholding. Selected regions of interests are presented in a zoomed view.

45



bayesian mri using diffusion priors

gradient descent; however, as the algorithm approaches a local minimum, the

gradient shrinks and the chain produces the samples from the posterior. Lastly, we

noticed that the balance between the learned transition and the data consistency

plays an important role generally in the generation of realistic samples; here we

refer readers to Supporting Figure S4. The larger λ, the stronger the consistency

of data. Besides, we found that a large value of K is required for using the discrete

noise conditional score network in 2 while a smaller value is sufficient for the

continuous noise scales. While the N in 2 is larger for the continuous case, the

total number of iterations in both cases is comparable.

Computational Burden The promising performance of this method comes at

the price of demanding computation. It takes around 10 minutes to reproduce the

results in Figure 3.5 while ℓ1-ESPIRiT takes about 5 seconds with BART for a single

slice. The possible solutions to the computation burden are to: 1) accelerate the

inferencing of neural networks; 2) parallelize the sampling process when multiple

chains are used; and 3) reduce the number of iterations using more efficient

MCMC sampling techniques. Furthermore, reducing the scale of networks is also

viable. The introduction of burn-in experiment in Section 3.4.4 is a direct way to

overcome this shortcoming when the undersampling factor is moderate.

Relationship to Generative Models To our knowledge, the construction of

image models to exploit prior knowledge was first introduced in Ref. [63] in

which the handcrafted model which extracts edge information was used for

image restoration. Following that framework, the learned generic image priors

from generative perspective are investigated in Ref. [28, 64, 65], which permits

more expressive modeling. In the medical imaging field, image priors learned

with variational autoencoder [19, 36] and PixelCNN [20, 23] were applied to MRI

image reconstruction. As a comparison to the method in Ref. [20], the result is

presented in Supporting Figure S5. Compared with some unrolled network based

deep learning image reconstruction methods, the application of image priors is

independent of k-space data and coil sensitivities, which permits a more versatile

use of the method using different k-space acquisition strategies.

Limitations PSNR and SSIM only give a partial and distorted view of image

quality. The influence of the ground truth and noise properties of the background

have a severe influence, as does the selected data range used for computing the

metrics. Thus, rating of image quality by human readers would be an important

next step in the evaluation of the technique. Also the clinical usefulness of the

uncertainty maps requires further investigations. To facilitate the use in clinical

studies, we implemented the sampling in the BART toolbox.[66, 67]
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3.6 conclusion

The proposed reconstruction method combines concepts from machine learning,

Bayesian inference and image reconstruction. In the setting of Bayesian inference,

the image reconstruction is realized by drawing samples from the posterior term

p(x|y) using data-driven Markov chains, providing a minimum mean square

reconstruction and uncertainty estimation. The prior information can be learned

from an existing image database,where the generic generative priors based on

the diffusion process allow for flexibility regarding contrast, coil sensitivities, and

sampling pattern.
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3.7 appendix

3.7.1 A.1 Rewrite in terms of posterior

Because the forward diffusion is a Markov process and start at x0, with Bayes’

rule we have

q (xi | xi−1, x0) = q (xi−1 | xi)
q (xi | x0)

q (xi−1 | x0)
. (3.26)

Substituting density function into Equation 3.26 yields

q(xi−1|xi, x0) = q(xi|xi−1) ·
q(xi−1|x0)

q(xi|x0)
(3.27)

=
1
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Let
b2
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i
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i

= 1, which is satisfied with Equation 3.5, we have
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b2
i−1

− ‖xi − x0‖2

b2
i

)]

(3.29)

=
1

√

(2πβ2
i )

Np

· b
2Np

i

b
2Np

i−1

exp
[

−
(‖xi−1 − µ‖2

β2
i ·

b2
i−1

b2
i

)]

, (3.30)

where

µ =
b2

i−1

b2
i

· xi +
β2

i

b2
i

· x0. (3.31)

3.7.2 A.2 KL divergence of two Gaussian distributions

Let p(x) = CN (µ1, σ2
1 I) and q(x) = CN (µ2, σ2

2 I) and the KL divergence is defined

by

DKL(P ‖ Q) =
∫ ∞

−∞
p(x) log

( p(x)

q(x)

)

dx.
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Therefore,

DKL(P ‖ Q) =
∫

[log p(x)− log q(x)]p(x)dx

= Ep(x)

[

Np log
(σ2

σ1

)

+
1

σ2
2

‖x− µ2‖2 − 1

σ2
1

‖x− µ1‖2
]

= Np · log
(σ2

σ1

)

+
1

σ2
2

Ep(x)

[

‖x− µ2‖2
]

− 1.

where Np is the dimensionality n× n× 2. Noting that

‖x− µ2‖2 = ‖x− µ1‖2 + 2R(x− µ1)
H(µ1 − µ2) + ‖µ1 − µ2‖2

we arrive at

DKL(P ‖ Q) =Np · log
(σ2

σ1

)

+
1

σ2
2

(

Ep(x)

[

‖x− µ1‖2
]

+ 2R(µ1 − µ2)
H

Ep(x)

[

x− µ1

]

+ Ep(x)

[

|µ1 − µ2‖2
])

− 1

=Np · log
(σ2

σ1

)

+
σ2

1 + ‖µ1 − µ2‖2

σ2
2

− 1.
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3.8 supporting information

3.8.1 Grid of Samples
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Figure 3.11: Samples and xMMSE from intermediate distributions are presented here. Each
xMMSE is the average over 10 samples.

3.8.2 Implementation Details of Networks

The architecture of RefineNet36 is U-Net based as shown below. The ref, res, rcu,

msf and crp are abbreviations of refine block, residual block, residual convolution

unit, multi-resolution fusion and chained residual pooling. All the blocks used

in the neural networks are conditional on noise scales. For a discrete score

network, the conditioning is achieved by instance normalization layers, while in

a continuous score network, the conditioning is achieved by adding sinusoidal

position embeddings. Details are listed in below Table 3.1.
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Figure 3.12: Unet-based RefineNet with refine blocks.

3.8.3 PSNR and SSIM Metrics for Different Ground Truths and Data Ranges

PSNR is defined via the mean squared error (MSE) and the maximum possible

pixel value of the image (MAX)

PSNR = 20 · log10(MAX)− 10 · log10(MSE).

As shown in the following figure, the PSNR metric is influenced by the ground

truth, i.e., RSS or CoilComb, and whether the maximum is computed over the

slice or volume. The RSS of the volumes are the labels used to train XPDNet and

the samples used to compute xMMSE are generated slice by slice.
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Figure 3.13: PSNR and SSIM metrics for different ground truths and data ranges.
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3.8.4 Distortion

To investigate how λ affects the sampling process, we repeated the more noise

scales reconstruction experiment five times with different λ = {1, 2, 3, 5, 25}. NET2

was used to construct transition kernels and the other parameters in Algorithm 1

are K = 2, N = 80.

Figure 3.14 shows the samples that explore the distribution space with different

strength of the data consistency by changing λ. Comparing samples that are

reconstructed with small λ, we observed large variations between two selected

samples in Figure 3.14a and Figure 3.14b and the distorted samples are far away

from the truth. As λ increases, the variations decreases shown in the variance

map Figure 3.14c.

(a)

λ = 1 λ = 2 λ = 3 λ = 5 λ = 25 truth

(b)

(c)

Figure 3.14: Samples reconstructed with different λ. Two selected samples with a par-
ticular λ are presented in (a) and (b). The variance maps over 10 samples
reconstructed with each λ are shown in (c).

3.8.5 Comparison of Prior-based Methods

Figure 3.15 shows that prior-based methods for reconstruction have comparable

performance even for 10x undersampling pattern as quantified with the nrmse

metric. The image reconstructed with the combined diffusion prior and autore-

gressive (AR) prior preserves more of the small details than the other methods.
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The nrmse metrics are AR: 0.0582, xMMSE: 0.0577, xMMSE+AR: 0.0559. The PSNRs

are AR: 36.21, xMMSE: 36.27, xMMSE+AR: 36.55 in dB. The SSIMs are AR: 0.8731,

xMMSE: 0.8516, xMMSE+AR: 0.8354.
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Figure 3.15: Reconstruction using different prior-based methods with Poisson-disc sam-
pling with 10x undersampling in k-space. The arrows indicate small details
lost in some reconstructions.

Table 3.1: Architectures of the score networks
NET1/2

3×3 Conv2D, filters=64

CondResBlock1, filters=64

CondResBlock1, filters=64

CondResBlock2, downsampling
filters=128

CondResBlock2, filters=128

CondResBlock3, downsampling,
filters=128, dilation=2

CondResBlock3, filters=128
dilation=2

CondResBlock4, downsampling,
filters=128, dilation=4

CondResBlock4, filters=128
dilation=4

CondRefineBlock1, filters=128

CondRefineBlock2, filters=128

CondRefineBlock3, filters=64

CondRefineBlock4, filters=64

3x3 Conv2D, filters=2

(~7M trainable parameters)

NET3

3×3 Conv2D, filters=100

CondResBlock1, filters=100

CondResBlock1, filters=100

CondResBlock2, downsampling
filters=200

CondResBlock2, filters=200

CondResBlock3, downsampling,
filters=200, dilation=2

CondResBlock3, filters=200

SelfAttention, filters=200

CondResBlock4, downsampling,
filters=200, dilation=4

CondResBlock4, filters=200

SelfAttention, filters=200

CondResBlock5, downsampling,
filters=200, dilation=4

CondResBlock5, filters=200

SelfAttention, filters=200

CondRefineBlock1, filters=200

CondRefineBlock2, filters=200

CondRefineBlock3, filters=200

CondRefineBlock4, filters=100

CondRefineBlock5, filters=100

3x3 Conv2D, filters=2

(~27M trainable parameters)

53



bayesian mri using diffusion priors

3.8.6 Hyperparameters for Training

The hyperparameters used for training networks are listed in Table 3.2. The

indexed noise scale is σi = σ( i
N ) = σmin(

σmax
σmin

)
i−1
N−1 .

Table 3.2: Hyperparameters for training

NET1 NET2 NET3

σmax/
√

2 0.3 0.5 0.5

σmin/
√

2 0.01 0.01 0.01

N 15 100 100

batch size 10 5 5

embedding size - 128 200

Fourier scale - 16 16

learning rate 0.0001 0.0001 0.0001

activation elu elu elu

optimizer adam adam adam

Performance on Open Dataset

Table 3.3: Average PSNR (dB) and SSIM(%) for test subjects

Sampling ℓ1-ESPIRiT xMMSE

PSNR sub1 sub2 sub3 sub1 sub2 sub3

10% 32.27 ± 1.03 34.67 ± 1.77 34.03 ± 2.98 34.07 ± 0.91 36.12 ± 1.85 35.65 ± 3.37

20% 33.69 ± 0.86 35.60 ± 2.18 35.17 ± 3.41 35.04 ± 0.89 37.15 ± 2.08 36.58 ± 3.84

SSIM

10% 79.69 ± 3.28 82.74 ± 8.57 79.98 ± 12.40 84.21 ± 3.24 86.06 ± 6.99 83.24±12.07

20% 83.68 ± 3.38 84.60 ± 9.20 82.70 ± 12.93 86.38 ± 3.04 88.26 ± 7.07 84.85±12.99
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ABSTRACT

Purpose: In this work, we present a workflow to train generic and robust

generative image priors from magnitude-only images. The priors can then

be used for regularization in reconstruction to improve image quality.

Methods: The workflow begins with the preparation of training datasets

from magnitude-only MR images. This dataset is then augmented with

phase information and used to train generative priors of complex im-

ages. Finally, trained priors are evaluated using both linear and nonlinear

reconstruction for compressed sensing parallel imaging with various un-

dersampling schemes.

Results: The results of our experiments demonstrate that priors trained

on complex images outperform priors trained only on magnitude images.

Additionally, a prior trained on a larger dataset exhibits higher robust-

ness. Finally, we show that the generative priors are superior to L1-wavelet

regularization for compressed sensing parallel imaging with high under-

sampling.

Conclusion: These findings stress the importance of incorporating phase

information and leveraging large datasets to raise the performance and reli-

ability of the generative priors for MRI reconstruction. Phase augmentation

makes it possible to use existing image databases for training.

56



4.1 introduction

4.1 introduction

Regularizing the inverse problem for parallel MRI reconstruction is an effective

and flexible approach for improving image quality, especially when the obtained

k-space is highly undersampled in order to shorten the scan time. The prior

knowledge that images are sparse in a transform domain as used in compressed

sensing is known as ℓ1-norm regularization[1, 2]. Combined with incoherent

sampling, this allows recovery of images from moderately undersampled k-space

data with clinically acceptable quality[68, 69].

The application of deep learning makes it possible to further increase un-

dersampling without compromising image quality by leveraging the learned

prior information from a training dataset. Popular methods can be classified

into three main categories: supervised methods[3, 4], where the neural network

is a result of unrolling an iterative algorithm trained with labels and used to

predict the reconstruction, self-supervised methods[70, 71] that involve splitting

the acquired k-space data of a scan into two disjoint sets where only the first set is

used for reconstruction and the second set provides supervision, and decoupled

methods[19, 35, 20], where a generative model or a denoiser is trained to learn

the empirical distribution of data which is then used in a conventional iterative

reconstruction method. In the following, we will refer to a generative model also

as a prior.

Training in supervised methods based on unrolled iterative algorithms requires

not only fully sampled k-space data, but also pre-defined sampling patterns

and precomputed coil sensitivities. The prior knowledge learned in this way

then pertains to these pre-defined settings. However, protocol settings for clinical

and research are changed often, and the preparation of reference data, which is

used as labels for training, is costly. Decoupled methods are able to avoid these

constraints, and the learned prior can even be transferred to new scenarios such

as different contrasts[72].

As a crucial part of decoupled methods, the use of generative models, such as

variational autoencoders and autoregressive models, was investigated previously

by formulating the linear reconstruction problem for accelerated MRI from the

Bayesian perspective and solving it via maximum a posterior (MAP) estimation

[19, 20]. More recently, diffusion models emerged as effective priors for MRI

reconstruction and were combined with Monte Carlo methods that sampling the

posterior[43, 45, 72]. However, their performance is heavily dependent on the size

and quality of the training dataset and the computational resources available.

For this reason, it is desirable to use existing databases of MR images for train-

ing. But as shown here, training from magnitude-only images leads to inferior

priors. This work therefore proposes a new approach to construct priors using

magnitude-only training images as illustrated in Figure 4.1. The workflow begins

57



generative priors as regularization

with the preparation of training datasets from magnitude-only MR images. This

dataset is then augmented with phase information and used to train genera-

tive priors on complex images. Finally, trained priors can be used with both

linear and nonlinear reconstruction for compressed sensing parallel imaging. The

contributions of our work are:

Complex vs. magnitude-only priors: We demonstrate that priors trained on com-

plex images are superior to priors trained only on magnitude images.

Phase augmentation: We leverage a diffusion model trained on a small dataset

(~1000 images) of complex images to augment a much larger dataset (~80k

images) for which the phase information of the image is not available.

Robustness: We show that we can train more robust generative priors by incor-

porating knowledge from a larger training dataset, which contains a diverse range

of images. Such a database can be obtained by phase augmentation of magnitude

images which are readily available.

Flexibility: By integrating the priors as regularization terms into existing re-

construction techniques, we maintain the flexibility of existing reconstruction

algorithms that can be used with various undersampling schemes and receive

coils.

Parts of this work have been presented in Refs. 73, 74.

4.2 theory

4.2.1 Linear and nonlinear reconstruction

The reconstruction in parallel imaging can be formulated as an inverse problem

F(x, c) := (FS(x⊙ c1), · · · ,FS(x⊙ cN)) = y , (4.1)

where FS is an undersampled multi-channel Fourier transform operator and the

correspondingly obtained k-space data is y = (y1, · · · , ync)T; y ∈ Cd×nc, x ∈ Cn×n

denotes the image content and c = (c1, · · · , cnc)T; c ∈ Cn×n×nc denotes the coil

sensitivities. Equation 4.1 can be solved in the following two ways.

One common way for MR image reconstruction is to predetermine the coil

sensitivities c from a reference scan or from a fully sampled k-space center.

Following coil estimation, we can solve the linear inverse problem using by

optimization regularized least-squares functional

min
x

1

2
‖Fc(x)− y‖2 + αR(x), (4.2)
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Figure 4.1: The proposed workflow for extracting prior knowledge and using it for
regularization in image reconstruction. It comprises data preparation, phase
augmentation, generative modeling, and concludes with the use as learned
regularizers in reconstruction.

where Fc(x) := F(x, c) is a linear operator and R(x) is the regularization term

employing prior knowledge about the image, such as ℓ2 regularization[75], total

variation[2], ℓ1-sparsity[1], or a learned log-likelihood function[20].

Alternatively, both image and coil sensitivities can be jointly estimated from

the same acquired data[76, 13]. Ref. 13 formulates MR image reconstruction as a

nonlinear inverse problem and proposes to solve Equation Equation 4.1 using the

Iteratively Regularized Gauss Newton Method (IRGNM). This method linearizes

the nonlinear inverse problem at each Gauss Newton step k, and estimates the

update δm := (δx, δc) for the pair mk := (xk, ck) by minimizing a regularized

least-squares functional for the linearized sub-problem

min
δm

1

2
‖F′(mk)δm + F(mk) − y‖2

+ βkW(ck + δc) + αkR(xk + δx) . (4.3)

Here,W(c) = ‖w⊙Fc‖2 is a penalty on the high Fourier coefficients of the coil

sensitivities and R(x) is a regularization term on the image x, e.g., ℓ2-norm[13],

ℓ1-sparsity in the wavelet domain[14], or total variation[77]. The αk and βk are

decreasing in each iteration step.
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4.2.2 Learned priors as regularization

Learned prior knowledge can be used for regularization in image reconstruction.

Generative priors, such as variational autoencoder, autoregressive models (e.g.,

PixelCNN), and diffusion models, are used to incorporate empirical knowledge

about images into iterative optimization algorithms. We want to use generative

priors directly as a drop-in replacement for conventional priors in existing image

reconstruction algorithms, which are often based on proximal methods.

The proximal operator for the log-prior log p(x) is defined as

proxt(z) = arg min
x

1

2t
‖x− z‖2 + log p(x) . (4.4)

When the mapping above is not analytically computable, the proximal operator

could be approximated by minimizing Equation 4.4 using gradient descent. Note

that the minimization problem for the proximal operator is the same as for a

denoising problem for complex Gaussian noise[78]. Assuming some regularity of

the prior and noise-like properties of the error during reconstruction, the gradient

can be expected to always point in the same directions towards denoised images.

Therefore, the optimality condition at the solution is approximately

0 ≈ 1

t
(proxt(z)− z) +∇x log p(x) .

The solution is then equivalent to a single gradient-descent step with an arbitrary

initial guess and unit step size

proxt(z) ≈ z− t∇x log p(x) ,

which simply yields a gradient-descent step for the log-prior in the overall

algorithm. In this work, two types of log-priors are used which are described

below.

PixelCNN prior: This prior is formulated using a joint distribution over the

elements of an image vector

log p(x; NET(Θ̂, x)) = log p(x(1))
n2

∏
i=2

p(x(i) | x(1), .., x(i−1)) , (4.5)

where the neural network NET(Θ̂, x) predicts the distribution parameters of a

mixture of logistic distributions that is used to describe every pixel and where the

dependencies between the channels for the real and imaginary parts are described

with nonlinear dependencies[20]. All these parameters used to probabilistically

model the image are predicted by a causal network[23] that encodes the relation-
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ship between pixels as formulated in item 4.5. The gradient of log p(x; NET(Θ̂, x))

with respect to x can be computed by back-propagation through the neural

network.

Probabilistic diffusion prior: The diffusion probabilistic model proposed in Ref.

27 is constructed with a forward Markovian process and a learned reverse process.

The forward process is to gradually transfer a data distribution q(x0) to a smoother

known distribution q(xN), e.g., a Gaussian distribution, by adding noise to data

points. The reverse process is to undo this forward process with learned reverse

transitions, which are described as

pθ(xi−1 | xi) = CN (xi−1 | µθ(xi, i), τ2
i I) , (4.6)

where τi can be computed from the noise scales σi at each step and µθ(xi, i) can

be understood as a denoised image based on the smoothed prior at each noise

level. Instead of learning this distribution directly, the gradient of the log-prior is

learned for all noise scales

∇xi
log pθ (xi−1 | xi) =

1

τ2
i

(

σ2
i − σ2

i−1

)

sθ (xi−1, i) ,

where sθ(xi, i) is a trained score network[28], which is computationally efficient

because it avoids backpropagation. We refer the reader to Ref. 72 for details about

this method. The reverse transitions start with σmax and end at a σmin ≈ 0. In this

work we use σmax = 0.3 and σmin = 0.01, and

σi = σmin + σmax · log(1 + (1− i/N) · (e− 1)) .

Here, e is Euler constant and N is the number of noise scales which in this work

also corresponds to the total number of iterations of the reconstruction algorithm.

For linear reconstruction, the two regularization terms can be directly plugged

into proximal optimization algorithms available in image reconstruction frame-

works, such as the Fast Iterative Soft-Thresholding Method (FISTA)[79], or the

Alternating Direction Methods of Multipliers (ADMM)[80].

Similarly, for nonlinear inverse problems, we can apply the regularization

terms to the linearized sub-problem in Equation 4.3. In nonlinear reconstruction,

the image content x is usually smooth at early Gauss Newton steps and the

distribution of x is far from the learned empirical distribution. Correspondingly,

in this work, the Gauss Newton optimization is split into two stages. In the

first stage, an ℓ2-norm regularization is applied, and the method of conjugate

gradients (CG) is used to minimize Equation 4.3. In the second stage, i.e., the later

Gauss-Newton steps, FISTA is utilized with the proximal operators. The entire

algorithm is outlined in 2.
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Algorithm 2 Two-stage IRGNM for NLINV reconstruction

1: Inputs:

y - kspace data, n - MaxIter, r - RegIter
2: Initialization:

x0 = 1, c0 = 0, α0 = 1, β0 = 1
3: for k in {0, . . . , n− 1} do

4: if k < n− r then

5: R(x) = ‖x‖2

6: Estimate δx, δc in Equation 4.3 with CG
7: else

8: R(x) = log p(x) or ‖Ψx‖1

9: Estimate δx, δc in Equation 4.3 with FISTA
10: end if

11: xk+1 = xk + δx, ck+1 = ck + δc

12: αk+1 = max(αmin, αk/2)
13: βk+1 = βk/2
14: end for

4.3 methods

In this section, we first describe how we implemented the proposed workflow,

as shown in Figure 4.1, for extracting prior knowledge from an image dataset

and then how we use the learned prior for regularization in image reconstruc-

tion. We detail how we evaluated the performance of the priors used for image

regularization in different settings.

4.3.1 Preprocessing of the training dataset

As for training data, we use human brain images from the Autism Brain Imaging

Data Exchange (ABIDE)[81, 82]. After we downloaded the dataset, which comes

in 3D volumes in NII1 format, we performed the following steps to preprocess it.

1. Load each 3D volume and resample it with the conform function of

NiBabel[83] to make its axial plane have a size of 256 × 256.

2. Split the volume into 2D image slices that are oriented in axial plane.

3. Add background Gaussian noise (µ = 0.003, σ = 5) to all slices, and then

normalize every slice by dividing by its maximum pixel value.

4. Crop a 30 × 30 patch from the XY-corner of each normalized slice and

compute the mean µ and standard deviation σ over all pixels of the patch.

1 The Neuroimaging Informatics Technology Initiative (NIfTI) is an open file format commonly used
to store brain imaging data obtained using Magnetic Resonance Imaging methods.
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5. Exclude slices from phase augmentation when mean µ < 0.04 and standard

deviation σ < 0.0061.

4.3.2 Phase augmentation

ABIDE images are provided solely as magnitude images without phase infor-

mation. The magnitude of an MR image is determined by the proton density,

relaxation effects, and receive fields, while the phase is affected by the phase of

the receive field, inhomogeneities of the static field, eddy currents, and chemical

shift. Phase augmentation can be used to add a phase to obtain more realistic

complex-valued images. Here, we describe a procedure to obtain new samples

with phase information from magnitude images using a prior previously trained

prior for complex-valued images. The method is based on previous research[27]

for the sampling of a posterior. Given the likelihood term of the magnitude

p(m|x) and a prior for complex-valued images p(x), the posterior of the complex

image is proportional to p(x|m) ∝ p(x) · p(m|x) where

m̄ =
√

x2
r + x2

i ,

and xr and xi are the real part and imaginary part, respectively. The likelihood

term for a given magnitude image m is p(m|x) = δ(m−
√

x2
r + x2

i ). To be able

to apply gradient-based methods, we approximate this with a narrow Gaussian

distribution

p(m|x) ∝ exp
(

−ǫ
∥

∥m−
√

x2
r + x2

i

∥

∥

2

2

)

.

Specifically, we initialize samples with random complex Gaussian noise and

then transfer them gradually to the distribution of complex images with learned

transition kernels pθ(xn|xn+1). We run unadjusted Langevin iterations sequen-

tially at each intermediate distribution

xk+1
n ← xk

n +
γ

2
∇x log pθ(x

k
n | xK

n+1) +
γ

2
∇x log p(m|xk

n) +
√

γz .

Here, z is complex Gaussian noise, which introduces random fluctuations and

γ controls the step size of the Langevin algorithm. The sampling algorithm was

implemented with TensorFlow and used with the pre-trained generative model

NET1 from Ref. 72, which was trained on the small dataset from Ref. 20. For each

magnitude image five complex images were generated.
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Table 4.1: Datasets and computational resources used to train the six different priors used
in this work.

Prior Model Phase Nr. of Images MR Contrasts GPUs Parameters Time × epochs

PSC (small, complex) PixelCNN preserved 1000 T1, T2, T2-FLAIR, T∗2 4×A100, 80G ~22M ~40s × 500

PSM (small, magnitude) PixelCNN not available 1000 T1, T2, T2-FLAIR, T∗2 4×V100, 32G ~22M ~144s × 500

PLM (large, magnitude) PixelCNN not available 23078 MPRAGE 4×A100, 80G ~22M ~748s × 100

PLC (large, complex) PixelCNN generated 23078 MPRAGE 3×A100, 80G ~22M ~1058s × 100

DSC (SMLD, complex) Diffusion generated 79058 MPRAGE 4×A100, 80G ~8M ~2330s × 50

DPC (DDPM, complex) Diffusion generated 79058 MPRAGE 8×V100, 32G ~8M ~1430s × 200

4.3.3 Training of priors

In total, we trained six priors in this work. The PixelCNN priors, PSC and PSM,

were trained on the small brain image dataset used in Ref. 20 using complex

and magnitude images, respectively. PLM and PLC were trained on a subset of the

preprocessed ABIDE dataset corresponding of 500 volumes and the corresponding

phase-augmented complex images, respectively. We also trained two diffusion

priors, SMLD (DSC) and DDPM (DPC) with phase-augmented images using the

full ABIDE dataset with 1206 volumes.

During the training, images were normalized to have a maximum magnitude of

one and then subjected to random mirroring, flipping, and rotation prior to being

fed into the neural network. Complex images were fed as two-channel maps (i.e.,

real and imaginary), and magnitude images were fed as single-channel maps.

The networks used for PixelCNN and the diffusion models were implemented

with TensorFlow (TF) and the optimizer ADAM was used for all training tasks,

which was performed using multi-GPU systems using different GPUs (Nvidia

Corporation, Santa Clara, CA, USA).

PixelCNN prior: We trained this generative model by maximizing the probability

of the joint distribution over all the pixels in the image using the discretized

logistic mixture distribution loss proposed in Ref. 23.

Diffusion prior: There exist two types of diffusion models that are based on the

denoising score matching method[47], namely, denoising Score Matching with

Langevin Dynamics (SMLD)[25] and Denoising Diffusion Probabilistic Models

(DDPM)[84]. Both are unified in a common framework described in Ref. 28. We

train diffusion priors using both SMLB and DDPM with the same Refine-Net[85]

architecture also used in Ref. 72. The loss function used to train the score network

sθ(xi, i) is given by

θ∗ = arg min
θ

∑
i

Ex0Exi |x0

[

λi

∥

∥sθ(xi, i)−∇xi
log p (xi | x0)

∥

∥

2

2

]

where λi is the weighting function described in Ref. 28.

Information about priors and training is detailed in Table 4.1.
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4.3.4 Experimental evaluation

In this section, we use Berkeley Advanced Reconstruction Toolbox (BART)[86] to

evaluate the trained priors using Parallel Imaging Compressed Sensing (PICS)

and Nonlinear Inversion (NLINV). The corresponding commands have an option

for loading an exported TensorFlow computation graph and using it for regular-

ization. The exported graph was wrapped into a nonlinear operator and then used

in the proximal mapping step[67]. For the linear reconstruction using PICS, the

coil sensitivities are estimated with ESPIRiT[12]. In the nonlinear reconstruction

using NLINV, 2 was implemented with the nonlinear operator framework[67].

We then performed different experiments using PICS and NLINV for the

six priors using different sampling patterns in comparison to zero-filled, ℓ2,

ℓ1-wavelet reconstructions and coil-combined images form fully sampled data.

Here, we used a T1-weighted k-space from the test dataset used in Ref. 20. We

additionally performed a study using quantitative image quality metrics using

3D MPRAGE data to evaluate the impact of the size of the training dataset, and

performed an evaluation study with human readers for six fully sampled 3D

TurboFLASH datasets as described below.

The influence of phase maps: We performed retrospective reconstruction using

all six priors. Three types of undersampling pattern were used in this retrospective

experiment, including five-fold acceleration along phase direction, two-times and

three times acceleration along frequency and phase direction, respectively, and

8.2-times undersampling using Poisson-disc sampling. While the acceleration

along frequency-encoding direction is not realistic, we use it to explore how the

priors handle different 2D different patterns. In a later experiment below, we then

use 3D k-space acquisitions where these sampling pattern are feasible.

The influence of the size of dataset: We performed the reconstruction using PSC

and PLC. The k-space data were acquired from the brain of a healthy volunteer

using MPRAGE sequence on 3T Siemens Skyra scanner (Siemens Healthineers,

Erlangen, Germany) with 16-channel head coils. The protocol parameters were:

TE = 2.45 ms, flip angle α = 8°, TI = 900 ms, and TR = 2000 ms, 4/5 partial parallel

Fourier imaging, and 2-fold acceleration along one phase encoding direction. This

acquired 3D volume has dimensions 256 × 256 × 224 and isotropic voxel size

of 1 mm. We further undersampled the acquired 3D k-space data two and three

times along two phase-encoding directions with the central region of size 30 × 25

reserved. The reconstruction was performed slice-by-slice in a 2D plane. To

quantitatively assess the robustness of the priors, we computed PSNR and SSIM

for the PLC-regularized reconstruction from 4 and 6-times undersampled k-space

against the PLC-regularized reconstruction from 2-times undersampled k-space
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and compared it to PSNR and SSIM for the ℓ2-wavelet regularization and the

prior PSC.

3D reconstruction quality: For reconstruction of 3D data sets, we chose the

two diffusion models (DSC and DPC) that are less computationally expensive

than PixelCNN. The k-space data was acquired from 6 volunteers using a 3D

TurboFLASH sequence (TE = 3.3 ms, TR = 2250 ms, TI = 900 ms, flip angle

α = 9°) using a 3T Siemens Prisma scanner and a 64-channel head-coil. These

acquired 3D volumes have dimensions 256 × 256 × 176 and isotropic size of

1 mm. We undersampled the acquired 3D k-space data using a prospectively

feasible Poisson-disc pattern with 8.2-time undersampling. When applying the

prior during reconstruction, all slices in the axial plane are padded to a size of

256 × 256 Following this, the prior is applied on all slices in parallel and the

computed gradient will be resized to the original image size. The reconstructed

volumes were blindly evaluated by three clinicians with variable experience in

neuroimaging (~20 years, ~10 years, ~5 years). ℓ1-wavelet reconstructions and

a reference reconstructed from fully sampled k-space data by coil-combination

were included in this evaluation study. The grading scale used in this study

ranged from 5 to 1, where a score of 5 represents "excellent" image quality and a

1 denotes "bad" image quality.

4.4 results

Figure 4.2(a) shows three magnitude images of different quality from the ABIDE

dataset and the corresponding magnitude and phase maps of complex-valued

images generated by phase augmentation. The magnitude part of the generated

images stays very close to the original image but exhibits a bit less noise. The

phase of the generated images maps is smooth and looks realistic with some

random variations as expected.

In Figure 4.2(b), we present the magnitude and phase from images recon-

structed using PICS with ESPIRiT sensitivities and NLINV using the same PSC

prior for 8.2-times undersampled Poisson-disc k-space data in comparison to

a zero-filled image and fully-sampled reference. For both methods, similar re-

constructions with excellent quality can be obtained for this prior for linear and

non-linear reconstruction. This prior trained from a small dataset of complex-

valued images will serve as a baseline for the other learned priors.

4.4.1 The influence of phase maps

Figure 4.3 presents the magnitude and phase of images that are reconstructed

using PICS with priors trained from magnitude image, complex images with pre-
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Figure 4.2: (a) Human brain images of different quality are shown (rows). On the left,
the original magnitude-only images are compared to the magnitude of a
corresponding image generated using phase augmentation. On the right,
the phase maps of three different generated images are shown. (b) Linear
(PICS) and nonlinear (NLINV) reconstruction using a prior for complex-
valued images trained from a dataset of images with preserved phase PSC in
comparison to zero-filled image and a fully-sampled reference. The magnitude
and coil sensitivity maps estimated with ESPIRiT and NLINV are shown below.
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1
D

ℓ1-wavelet PSM PLM PSC PLC DSC Reference

40.41dB 36.61dB 37.25dB 45.62dB 44.88dB 45.32dB0.9639 0.7967 0.8158 0.9841 0.9804 0.9837
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41.86dB 36.02dB 37.70dB 44.45dB 44.25dB 44.24dB0.9726 0.7621 0.8204 0.9811 0.9788 0.9775

Figure 4.3: Comparison of images reconstructed using PICS using the priors PSM, PLM,
PSC, PLC, DSC in comparison to an ℓ1-wavelet reconstruction and a reference.
The top two rows (1D) present the results for 5-fold acceleration along phase-
encoding direction with 30 calibration lines. The bottom two rows (Poisson)
show the results using a Poisson-disc acquisition of 8.2x-undersampling.
PSNR and SSIM values are shown in white text.

served phase, and complex images with generated using our phase augmentation

method While the priors PSM and PLM trained from magnitude images can remove

folding artifacts introduced by undersampling, they exhibit over-smoothing of

the magnitude as indicated by its lower PSNR and SSIM values and also demon-

strates poor capabilities in denoising the phase. In contrast, the prior PSC trained

on complex-valued images performs much better. Furthermore, the priors PLC

and DSC trained on phase-augmented images and perform almost as well. Very

similar results were obtained for NLINV as shown in Figure 4.4. In Figure 4.5,

the k-space is sampled using 2 × 3 pattern. We observed artifacts (red arrow)

introduced by the priors trained from magnitude-only images reconstructed with

PICS method, but not with NLINV method. Under all investigated conditions,

the priors trained on complex-valued images outperform the reconstruction with

ℓ1-wavelet regularization.
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1
D

ℓ1-wavelet PSM PLM PSC PLC DSC Reference

37.25dB 39.14dB 39.53dB 44.81dB 43.02dB 45.08dB0.9532 0.8377 0.8718 0.9818 0.9682 0.9816

P
o
is
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37.45dB 39.25dB 39.35dB 44.41dB 44.26dB 43.94dB0.9612 0.8764 0.9048 0.9844 0.9831 0.9776

Figure 4.4: Comparison of images reconstructed using NLINV using the priors PSM, PLM,
PSC, PLC, DSC in comparison to an ℓ1-wavelet reconstruction and a reference.
The top two rows (1D) present the results for 5-fold acceleration along phase-
encoding direction with 30 calibration lines. The bottom two rows (Poisson)
show the results using a Poisson-disc acquisition of 8.2x-undersampling.
PSNR and SSIM values are shown in white text.

69



generative priors as regularization
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ℓ1-wavelet PSM PLM PSC PLC DSC Reference

40.26dB 37.75dB 38.23dB 45.62dB 45.44dB 45.47dB0.9647 0.8143 0.8268 0.9816 0.9805 0.9796

N
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36.83dB 40.80dB 41.96dB 45.40dB 45.14dB 45.13dB0.9474 0.8512 0.8969 0.9852 0.9826 0.9787

Figure 4.5: Comparison of images reconstructed using NLINV and PICS using the priors
PSM, PLM, PSC, PLC, DSC for a 2 × 3 sampling pattern in comparison to an
ℓ1-wavelet reconstruction and a reference. PSNR and SSIM values are shown
in white text. Artifacts (red arrow) are introduced by the priors trained on
magnitude images reconstructed with PICS.
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4.4.2 The influence of the size of dataset

Figure 4.6 presents the images regularized by the priors (PSC and PLC) trained

on small and large datasets, respectively. When using PICS with the prior PSC

artifacts become apparent in the background and in the brain, whereas no such

artifacts are observed when applying the prior PLC. Furthermore, image details

appear to be better preserved with high undersampling for the prior PLC.

P
L
C

PICS (x2, x4, x6) NLINV (x2, x4, x6)

P
S
C

Figure 4.6: Comparison of images reconstructed with PICS (left) and NLINV (right) using
priors PSC (top) and PLC (bottom) trained on small and large datasets. We
observed artifacts (red arrow) when using PICS with the prior PSC trained on
the small dataset. The images in each column are reconstructed from k-space
undersampled with factors ranging from 2 to 6 (left to right).

These observations can be confirmed quantitatively. We display the three sets of

PSNR and SSIM metrics for ℓ2, PSC, and PDC with boxplots in Figure 4.7 for 4x and

6x undersampling relative to a reconstruction from 2x undersampled k-space and

using PLC. Here, the ℓ2-regularization serves as a baseline reconstruction which is

not influenced by the properties of a learned prior. For the PLC prior learned from

a large dataset there are only a few outliers above the average when using PICS

and NLINV. However, when using the PSC prior learned from a small dataset

there are many outliers below the average, especially when the undersampling

factor is high in the case of PICS.

71



generative priors as regularization

ℓ2 PSC PLC

35

40

45

50

P
S
N
R

4x-undersampling

ℓ2 PSC PSL

35

40

45

50

6x-undersampling

ℓ2 PSC PSL

0.88

0.9

0.92

0.94

0.96

0.98

1

S
S
IM

ℓ2 PSC PSL

0.88

0.9

0.92

0.94

0.96

0.98

1

NLINV

PICS

Figure 4.7: PSNR (top) and SSIM (bottom) metrics for images reconstructed with PICS
(blue) and NLINV (red) when using ℓ2-regularization and when using the
priors PSC and PLC for 4x (left) and 6x (right) undersampling relative to a
reconstruction from 2x undersampled k-space and using PLC.

4.4.3 3D reconstruction using diffusion priors

As an example, Figure 4.8 presents three slices in the sagittal, axial, and coronal

planes for a 3D volume reconstructed using the diffusion prior DSC using PICS

and NLINV in comparison to ℓ1-wavelet regularization and a reconstruction by

coil combination of Fourier-transformed fully-sampled k-space data. By visual

inspection, the ℓ1-regularized images appear to have reduced sharpness compared

to the images regularized by the diffusion prior DSC while also having more noise.

Figure 4.9 shows the results from the evaluation by clinical readers. The dif-

fusion prior DSC outperforms ℓ1-wavelet regularization leveraging the learned

knowledge. Here, DSC demonstrates better performance when using PICS method

compared to NLINV method. With the relatively high acceleration factor of 8.2

used, none of the reconstructions matches the quality of the reference. The images

reconstructed using DPC were very close to those using DSC and are not shown.

4.5 discussion

A practical workflow was presented for extracting prior information from a set of

magnitude-only images. It starts with the preparation of the training dataset, then

followed by the generative modelling of complex-valued images and ends with

the application of generative priors for regularization in image reconstruction.
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Figure 4.8: Slices in three orientations (Sagittal, Axial, Coronal, from top to bottom) from
a 3D volume reconstructed using PICS from 8.2x-undersampled k-space with
Poisson-disc sampling with ℓ1-wavelet regularization and the diffusion prior
DSC and using NLINV with diffusion prior DSC (from left to right).
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Figure 4.9: Blind evaluation by three clinicians of the volumes that are reconstructed with
PICS using ℓ1-wavelet regularization, PICS with diffusion prior DSC, NLINV
with the diffusion prior, and using coil combination of Fourier-transformed
fully-sampled k-space data. The grading scale ranges from 5 (excellent) to 1

(bad).
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The effectiveness of the prior in boosting image quality was assessed by clinicians.

Different aspects of this work are discussed below.

To exploit the information in magnitude-only images, the prediction of phase

maps using an U-net was reported in Ref. 73. Different to that, we prepared

a training dataset of phase-augmented images through conditional generation

using a complex diffusion prior that is first trained on a small dataset of complex-

valued images. The prior trained on a large dataset of phase-augmented images

exhibits high robustness, as shown in Figure 4.7. The proposed approach will

allow us to leverage the information in the large number of Digital Imaging and

Communications in Medicine (DICOM) images already available in the archives of

radiology departments.

In Ref. 87, the authors applied a conditional generative adversarial network

(GAN) to produce phase maps based on magnitude images and then used

them to synthesize k-space data. They reported the comparable performance

to raw k-space data when the synthetic k-space data were utilized to train a

variational network[4] for reconstruction. However, this still required running

ESPIRiT on prior ground truth data from fastMRI[48] to obtain sensitivity maps

for simulations. Ref. 88 expanded this idea by generating coil sensitivity phase

maps based on magnitude images. This was achieved through a three-stage

approach, involving the generation of low-resolution coil sensitivity phase maps

based on magnitude images with a GAN, upsampling of low-resolution maps to

high-resolution ones, and transformation of the coil images to k-space data. Our

work proposes a simple and less computationally intensive approach based on

phase augmentation using a generic diffusion prior trained on complex-valued

images. The advantage of this framework is that the learned prior is independent

of k-space sampling patterns and coil sensitivities, and that it can be used as a

regularization term in conventional reconstruction algorithms.

Training a prior is computationally expensive. For example, it took around 18

minutes to train PLC per epoch through data parallelism using three A100 80G

GPUs (Nvidia Corporation, Santa Clara, CA, USA). In contrast, use of the prior

in conventional reconstruction algorithms is computationally efficient. While

previous reports indicate that up to 2000 evaluations of a diffusion prior are

needed for reconstructing a single image[45], the number of evaluations required

for a conventional linear reconstruction algorithm as used in this work is only

about 100.

4.6 conclusion

This work focuses on how to extract prior knowledge from existing magnitude-

only image datasets using phase augmentation with generative models. The ex-

tracted prior knowledge is then applied as regularization in image reconstruction.
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4.7 data availability

The effectiveness of this approach in improving image quality is systematically

evaluated across different settings. Our findings stress the importance of incorpo-

rating phase information and leveraging large datasets to raise performance and

reliability of generative priors for MRI reconstruction.

4.7 data availability

In the spirit of reproducible research, the code used to preprocess the dataset and

to generate complex-valued images by phase augmentation using the diffusion

prior, and the shell scripts for the reconstruction are made available in our

repository1. The Python library spreco used to train priors is available in this

repository2. Pre-trained models are made available at Zenodo3. We refer readers

to the webpage of our repository for additional information on the released

materials.
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5
A P Y T H O N T O O L F O R T R A I N I N G G E N E R AT I V E P R I O R S

F O R M R I R E C O N S T R U C T I O N

The following is an introduction to the Python package spreco, which is imple-

mented for training generative image priors.

G. Luo, P. Cao, M. Uecker. "Speed up MR scanner with generative priors for image

reconstruction (SPRECO)", GitHub repository, https://github.com/mrirecon/

spreco.

GL and PC conceptualized and implemented this package. GL further expanded

it during his Ph.D. study. MU provided supervision and guidance.
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5.1 introduction

5.1 introduction

Machine learning has indeed become a powerful tool to tackle real-world prob-

lems arising in many fields. However, the transition of machine learning models

from the experimental stage to deployment stage can present a number of con-

cerns and issues89. In our work, we focus on the domain of MRI reconstruction and

aim to demonstrate our practices throughout the entire development life cycle,

address practical considerations at each stage. The implementation of spreco in

Figure 5.1 has several features that enhance its functionality and usability:

1) Distributed training: spreco supports distributed training, leveraging mul-

tiple GPUs to accelerate the model training process. This allows for efficient

utilization of computational resources and significant reduction of training time

for large-scale machine learning models;

2) Interuptible training: spreco is designed to handle interruptible training,

ensuring that the training process can be paused and resumed seamlessly. This

feature is crucial for handling interruptions such as user-initiated pauses without

losing progress in the training;

3) Efficient dataloader: spreco incorporates an efficient dataloader specifically

optimized for handling medical images. This dataloader ensures fast and effective

data processing, enabling smooth integration of medical image datasets into the

training pipeline;

4) Customizable models: spreco provides flexibility in model customization

through the use of a configuration file. Users can easily customize model parame-

ters, architecture, and hyperparameters using the configuration file, making it

straightforward to experiment with different model setups;

5) Painless deployment: the models trained and tested with spreco can be

seamlessly integrated into BART, an MRI reconstruction toolbox, using the Ten-

sorFlow C API. This enables the execution of models on various platforms and

systems without the need for the full TensorFlow (TF) Python environment.

layers

lossesmodel
a. pixelcnn
b. ddpm
c. smld
d. refine-net
e. unet, toys

dataset
filelist

100000.xxx
100001.xxx
. . .

170747.xxx

dataloader
a. load in
b. augmentation
c. resize/slice
d. put batch

trainer
a. iterate dataloader
b. monitor training
c. check interrupt signal
d. save/restore

exporter
a. learned regularizer
b. log p(x)
c. ∇x log p(x)
d. xxx

configs

Figure 5.1: The loss and layer functions are used to create models. The trainer is fed by
the dataloader and train the model on multiple GPUs. The exporter is used to
constomize trained models for deployment.
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5.2 methods

5.2.1 Dataloader

In practices, ensuring that the data pipeline operates asynchronously with the

training process is crucial for efficient and seamless data feeding. A well-designed

dataflow, such as the one presented in Ref. [90], allows for the production of

adaptable data that can seamlessly integrate into the training process imple-

mented in spreco. This eliminates the need for a fixed data format and provides

flexibility in handling various data sources.

The provided code example in Listing 5.1 demonstrates the usage of the

dataloader in spreco. It defines a function to load files specified in a file list. The

data loader then handles the loading process, enabling the retrieval of normalized

images with shape (batch_size, x, y, 2). The data is preprocessed and converted

from complex to float format, ensuring consistency and compatibility with the

training process. Additionally, the dataloader supports multi-threading to further

enhance the efficiency of data loading. By using such a data pipeline, spreco can

seamlessly and efficiently process data for training, making it a powerful tool for

MRI reconstruction and other machine learning applications.

1 from spreco.common.parallel_map import dataloader

2 from spreco.common import utils

3 import numpy as np

4

5 ## define the func to load the file in the list

6 train_files = utils.read_filelist(path_to_filelist)

7

8 def load_file(x):

9 """

10 x ---> file path

11 imgs ---> normalized images with shape (b, x, y, 2)

12 """

13 path, ext = os.path.splitext(x)

14 imgs = np.squeeze(utils.readcfl(path))

15 imgs = imgs / np.max(np.abs(imgs), axis=(1,2), keepdims=True)

16 imgs = utils.cplx2float(imgs)

17 return imgs

18

19 d = dataloader(filelist, num_thread, load_file, batchsize, buffer_factor=5,

shuffle=True)

Listing 5.1: An example for the usage of the dataloader in spreco.
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5.2.2 Model

Each model implemented in spreco comprises three crucial components: con-

figuration, loss, neural network. Upon initialization, the model constructs the

computation graph for the neural network and sets up the loss function (c.f.

Listing 5.2). Subsequently, a train operator is created, which is responsible for

updating the shared trainable parameters of the network using the gradients of

the loss function. The computation of gradients is distributed across the available

GPUs to take advantage of parallel processing, enhancing the efficiency and speed

of the training process. The flexibility of the configuration and neural network

components allows the model to be adaptable to various tasks and datasets.

1 class model():

2 def __init__(self, config):

3 # init configs

4 self.config = config

5 self.net = get_net(configs)

6

7 def loss(self, x):

8 # x ---> input of the model, x should include labels if needed

9 ... implementation of loss_func ...

10 return loss_func(x)

11

12 def init(self, x, mode):

13 # mode: training, inference, export

14 if mode == training:

15

16 loss = []

17 grads = []

18 optimizer = AdamOptimizer(self.learning_rate, ...)

19

20 # distribute the computation over \ac{GPU}, the network was

templatized, therefore all the trainable parameters are shared

across \ac{GPU}s

21 for i in range(self.config[’nr_\ac{GPU}’]):

22 with tf.device(’/\ac{GPU}:%d’%i):

23 loss.append(self.loss(self.x[i]))

24 grads.append(optimizer.compute_gradients(loss[-1], all_params))

25

26 grads_avg = optimizer.average_gradients(grads)

27 self.train_op = optimizer.apply_gradients(grads_avg)

Listing 5.2: The outline of a model in spreco.
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Figure 5.2: Data parallelism training. The trainable variables are shared across GPUs and
dataloader feed data for every GPU worker.

5.2.3 Trainer

The "trainer" class acts as the heart of neural network training process. It facilitates

the seamless integration of the model with the data loading pipeline and provides

the necessary functionalities for efficient training and evaluation. The trainer class

has two data loaders, "train_loader" and "test_loader". The class allows users

to select and initialize the neural network model based on the configuration

provided. The "train_loop" function iterates through the training data, running

the training operation and loss computation for each batch. The model is updated

with the gradients of the loss. In the training loop, the model is also evaluated on

the test data using the loss computation. The trainer class ensures that training

progress is monitored through logging, with TensorBoard used for visualizing

key metrics. Additionally, the class supports checkpoint saving, allowing users

to save the model’s state at specific intervals and resume training from a saved

checkpoint if necessary.

1 class trainer():

2 def __init__(self, train_loader, test_loader, config):

3 self.train_loader = train_loader

4 self.test_loader = test_loader

5 self.config = config

6 utils.save_config(config[’log_path’])

7

8 def init_model(self, config):

9 # select and initialize the model specified in config

10 self.model = select(config)

11 self.model.init()
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12

13 def run_op(self, train_op, loss_op, feed_dict, is_training):

14 if is_training:

15 # run train_op and loss_op

16 else:

17 # run loss_op

18

19 def train_loop(self):

20 # restore the model if there is one

21 # loop over the dataloader

22 # check interrupt signal

23 # log training information with tensorboard

24 if self.config[’restore’]:

25 saver.restore(sess, self.config[’model_folder’])

26

27 for epoch in self.config[’epochs’]:

28 for train_batch in self.train_loader:

29 self.run_op(self.model.train_op, self.model.loss_op, train_batch,

is_training=True)

30

31 for test_batch in self.test_loader:

32 self.run_op(None, self.model.loss_op, test_batch, is_training=False)

33

34 if check_interrupt:

35 if self.epoch % self.config["save_interval"] == 0:

36 saver.save(self.config[’log_path’])

37

38 self.epoch = self.epoch + 1

39 if self.epoch % self.config["save_interval"] == 0:

40 saver.save(self.config[’log_path’])

41

42 self.log(self.config[’log_path’])

43

44 def train(self):

45 self.init_model()

46 self.train()

Listing 5.3: The outline of the trainer.

5.2.4 Deployment

TensorFlow provides a C API that can be used to build bindings for other lan-

guages. The API is defined in c_api.h and designed for simplicity and uniformity.

With the implemented TF wrapper in BART using C API, the integration of a
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spreco

trained prior into the BART reconstruction’s implemented with the following these

steps:

• Export the trained model with customized labels for inputs x and outputs

y = Netθ(x);

• Initialize an exported graph, the restoration of a saved model using C API;

• Wrap the exported computation graph into BART’s non-linear operator

(nlop)67. The forward pass is called via nlop’s forward function;

• Call the attached gradient ∂y/∂x via nlop’s adjoint function if necessary.

(a) Export the trained model as computation graph

input 1

input 2

input 3

input 4

output 0

(b) Use the graph as regularization in BART

$ bart pics -R TF:<graph path>:λ <kspace> <coils> <reco>

Figure 5.3: TF computation graph as regularization with BART

Section 4.2.2 details how a generative prior is used as regularization for image

reconstruction. The following example demonstrates how to utilize the "exporter"

to create such a regularizer with the pre-trained prior using TF computation graph

that is compatible with BART. Upon the export of graph, specify the graph with

"-R TF" option.

1 from spreco.exporter import exporter

2 import tensorflow.compat.v1 as tf

3

4 e = exporter(log, # the folder where the trained models are

5 meta, # a specific meta file

6 path, # the path to save the exported graph

7 name, # the save the exported graph with name

8 default_out=False)

9

10 x = tf.placeholder(tf.float32, shape=[1, 256, 256, 2], name="input_0")

82



5.3 conclusion

11

12 logits = e.model.eval(x)

13 loss = e.model.loss_func(x, logits) / np.log(2.0) / np.prod(e.model.config

[’input_shape’])

Listing 5.4: An example for the usage of exporter in spreco.

5.3 conclusion

As a result, it is demonstrated that spreco has versatility in the development

stage, making it a valuable tool for researchers and practitioners working with

medical imaging data and machine learning models. The deployment of models

trained with TF into BART requires minimal environmental prerequisites, making

it a practical and user-friendly solution for medical image reconstruction tasks.
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S U M M A RY

In this thesis, three aspects of the application of generative models to CS-MRI

parallel imaging reconstruction are presented in separate chapters.

In Chapter 3, the presented approach holds a pivotal advantage over tradi-

tional deterministic regularization methods. Bayesian methods considers both

the statistical character of the observed k-space and any prior information about

the image, which is learned from an existing dataset using diffusion generative

models. MCMC seeks to generate samples proportional to the posterior in order

to arrive at an optimal estimate of our expectation value. Consequently, it has

capacity to provide a means for quantifying the uncertainties associated with

the reconstruction, as evident from the variance map. What’s more, the results

reveals that high undersampling implies a high uncertainty for the reconstructed

image and the prior has ability to dominate the image content in an extreme

undersampling case. Overall, the utilization of a DL-based approach demonstrates

its capability to generate visually realistic images even in cases of substantial

underdetermination due to undersampling. However, it’s crucial to be aware of

the presence of uncertainties within the reconstructed images.

In Chapter 4, it is demonstrated that generative image priors can be constructed

with magnitude-only images and then used as regularization for reconstruction.

The priors trained on different datasets are evaluated in different k-space sampling

settings. Notably, the large dataset with phase information is crucial to produce

robust priors capable of handling variations in MR k-space acquisition. The

images reconstructed are eventually evaluated by clinicians. With a relatively

high acceleration factor of 8.2, none of reconstruction matches the quality of the

reference, but they outperformed ℓ1-wavelet regularization. What’s more, the

phase augmentation technique allows us to leverage the information in the large

number of DICOM images readily accessible in radiology departments’ archives.

In Chapter 5, the efficient tool "spreco" designed for training generative priors

is introduced, which provides basic functionalities for the whole development

stage. Moreover, the model trained with it can be seamlessly deployed into

the versatile toolbox BART, serving as a regularization term within iterative

algorithms. Notably, this tool has been tested on a local GPU workstation and

high performance computing cluster.

When looking at MR imaging from a broader perspective, it becomes apparent

that the scanning process is to acquire information for diagnostic purposes. This

means that with an increased availability of prior information, the necessity to
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summary

acquire new information decreases, which leads to the acceleration of scanning.

The learned generative prior was preliminarily demonstrated to be more superior

to ℓ1-prior in terms of the performance evaluated in specific settings. However,

the performance bound of a prior and how it relates to the uncertainties of

the expected image, which can indicate the least information required in the k-

space, is worth further investigation. Furthermore, MR imaging is a sophisticated

process, providing many options to capture information for clinical and research

purposes. These options consist of contrast weighting, pulse sequences, diffusion

weighting techniques and quantitative mapping. As a result, the spectrum of data

available through scanning is considerably intricate compared to the generative

prior learned from a dataset in this thesis. Therefore, the investigation of how

effectively the prior information transfers to a wider array of scenarios stands as

a critical direction for future work.

In conclusion, the integration of machine learning techniques, especially gen-

erative models, into MRI reconstruction has potential to lead to transformative

advancements in medical imaging. These approaches show great promise in

improving image quality, reducing scan times, and expanding the capabilities of

MRI in clinical diagnosis and research. As research in this domain continues, the

synergy between machine learning and MRI reconstruction is expected to drive

further innovation and benefit patients and healthcare practitioners alike.
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